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Earlier this year, as part of our contribution to industry dialogue on the impact of an influenza pandemic on life insurance business, Swiss Re launched a new publication entitled “Influenza pandemics: Time for a reality check?”. At the time, we indicated that a more detailed publication would be produced on this topic by mid-2007. We are therefore pleased to issue this new publication in our technical publishing series, in which we expand upon the scope and depth of our earlier report.

Currently within our industry, there is much interest – and some speculation – about the possible mortality impact from an influenza pandemic. Pandemic influenza is a material risk that has the potential to affect all life insurance markets around the world. However, it is not easy to specify the loss value from such an event, and therefore the amount of capital to hold.

Swiss Re has developed a sophisticated epidemiological model to improve our understanding of the potential range of outcomes from a pandemic. This new report, “Pandemic influenza: A 21st century model for mortality shocks”, provides extensive commentary on the workings of the model, and discussion of the results derived from it. We believe that the output from the model will assist both insurers and regulators in considering how to manage the risk of a one-time “mortality shock” arising from an influenza pandemic. Swiss Re is grateful to Professor Neil Ferguson of Imperial College London for the work he has done in reviewing the model.

Against the background of avian influenza and human influenza history and treatment, the report contains our estimate of the excess mortality likely to arise within insured populations in a 1-in-200-year severity pandemic. Drawing extensively on authoritative external sources, it also contains an analysis of the world’s worst influenza pandemic in 1918, along with a quantification of how the many changes that have occurred since that time would impact mortality from a similar virus in a modern day setting. These are headline results; the model is capable of simulating a wide range of pandemic scenarios to help us understand potential mortality experience in the event of an influenza pandemic.

With the growing interest in developing internal models, and the move towards principles-based supervisory approaches in many markets, this is the ideal time to consider the appropriate levels of excess mortality in capital models. Swiss Re is pleased to be making a key contribution to this highly topical issue.

Christian Mumenthaler
Chief Risk Officer
Swiss Re
Although mortality has generally been improving for many decades, life insurers still face the risk that an influenza pandemic could cause a one-time mortality shock. Influenza pandemics, however, are rare and unpredictable events. It is impossible to know when another pandemic will arise and, if it does, how severe it will be. Given this uncertainty, it is not easy to specify in advance the loss value from such an event, and therefore – for life insurers – the amount of capital to hold.

The current widespread outbreaks of highly pathogenic H5N1 avian influenza in birds have raised concern among public health experts about the possibility of a human influenza pandemic. While it is very difficult and rare for humans to be infected with H5N1, or any other avian influenza, the high death rate experienced among those who have been infected has also caused general concern.

At the same time, in the insurance industry there is a move away from detailed prescriptive solvency rules and supervisory actions to a principles-based approach, under which the insurer has the management responsibility to decide how best to match its business objectives with the outcomes specified by its regulator. This emerging environment has led to an increase in the interest in, and the use and calibration of, internal models.

Swiss Re has significant exposure to mortality risk through its life and health business, and recognises that pandemic influenza is a material risk that has the potential to affect all markets around the world. Swiss Re constantly and closely monitors the development of potential epidemics and pandemics, and has recently developed a sophisticated epidemiological model to improve understanding of the potential range of outcomes from a pandemic, better enabling insurers to hold appropriate capital for this risk.

This report provides a detailed description of the methodology used in the model, and the results that can be produced. This description is provided against a background which considers the significance of the current outbreaks of avian influenza, documents the characteristics and history of human influenza pandemics, discusses and quantifies the impact of the range of interventions available to mitigate the effect of an influenza pandemic, and outlines mortality-shock capital considerations and requirements.

### Avian influenza

Chapter 1 begins with a discussion of avian influenza, serving as a reference point from which to understand the significance of the current outbreaks of the highly pathogenic H5N1 “bird flu”. The chapter describes how avian influenza is common in birds, and always has been. The ongoing outbreaks of H5N1 in birds, and subsequent infections and deaths in humans, make H5N1 a very visible strain of avian influenza. However, overall levels of avian influenza in bird populations do not, in themselves, indicate that the pandemic risk is greater today than at any other time in the past.

In assessing the pandemic risk from avian influenza strains, the chapter notes that influenza viruses are highly species-specific, and that avian influenza viruses only infect other species, such as humans, on very rare occasions. H5N1 must undergo a series of genetic changes before it can become contagious in humans.

### Human influenza infections

Chapter 2 discusses how, through frequent structural changes, the influenza virus can cause annual outbreaks and thereby continue to infect humans. Pandemics can occur when a new strain emerges – through **antigenic drift** or **genetic reassortment** – that has the capacity to be easily transmitted among humans.

Our modern-day understanding of the causes and transmission of influenza, its course of infection, and the body’s response, indicate which medical and non-medical interventions are likely to be successful in treating cases and preventing or slowing a pandemic. Various options for treatment are currently available, and this chapter discusses the effects of vaccination, antiviral medications and rest, fluids and medicines to reduce fever. The chapter notes how antibiotics have had a significant effect on influenza and pneumonia mortality rates due to their effectiveness in treating secondary bacterial pneumonia.
Influenza pandemics in history
In seeking to establish those characteristics which were common to all past pandemics and those that differed between each of these events, Chapter 3 reviews the historical record of influenza pandemics. The past shows that influenza pandemics are rare events, with only 10 to 13 having occurred in the last 300 years. While the frequency of occurrence of pandemics is irregular, measures of severity have been more consistent, all causing high morbidity. Other than in the 1918 pandemic, however, mortality has been low, with the majority of deaths occurring among the elderly.

It is very clear from the historical record that the 1918 pandemic was a unique event in several respects: mortality was exceptionally high, and a high proportion of the deaths were among young adults. Chapter 3 discusses possible explanations for this uniqueness.

Current situation
Much has changed in the last hundred years in terms of what we know about the influenza virus, how it causes infection, how infections spread and how to treat and prevent them. These advances in knowledge, treatment and pandemic preparedness are chronicled and described in Chapter 4.

A range of major developments has occurred since the beginning of the last century. The World Health Organisation (WHO) and other international agencies responsible for managing global disease have been formed, antibiotics have been discovered, the influenza virus has been isolated, international health regulations have been adopted, influenza vaccines have become available and antiviral drugs have been approved. Some of these changes, on their own, have significantly reduced influenza mortality. Together, they have the potential to greatly reduce future pandemic morbidity and mortality.

Swiss Re’s pandemic influenza model
Taking all of this into account, Chapter 5 then describes how Swiss Re has modelled the spread of an influenza pandemic in order to understand the potential range of mortality outcomes.

The section on methodology explains how the model has been constructed, such that it needs only two input variables – lethality and reproductive value at time zero ($R_0$) – from which to derive all other variables and the eventual outcome. The model works by randomly selecting these two variables from distributions that have been calibrated to past pandemics and then uses these values as ‘seeds’ to produce estimates of the resulting excess mortality. This process is repeated to produce many thousands of hypothetical pandemics, with each simulation producing an estimate of the corresponding excess mortality.

Using the model, Swiss Re has estimated that, in most developed countries, a 1-in-200-year severity pandemic would give rise to excess mortality of between 1 and 1.5 deaths per 1,000 lives within an insurance-aged group of people. Results presented in the chapter also show how different age groups are expected to experience very different rates of excess mortality, depending on the lethality of the virus.

The sensitivity of results to changes in the variables within the model is tested to illustrate the significance of the uncertainties surrounding future pandemics and assumptions made in the modelling process. In light of H5N1, Swiss Re has also explored the sensitivity of the model to changes in the frequency of severe pandemics.

At the end of the chapter, it is shown how the excess mortality of a 1918-like pandemic would be significantly reduced by taking account of changes in population age structure, healthcare, vaccines, antivirals and antibiotics.
Mortality shocks and capital requirements
In considering how much capital insurers should hold to withstand a mortality shock, Chapter 6 shows how different stakeholders have different perspectives on this question. However, all of these parties have a commercial perspective – compared with that of governments and international agencies such as the WHO, who have a social responsibility to prepare for the worst. For the examples given in the chapter, holding capital to withstand a 1-in-200-year severity event is consistent with regulators’ thinking on solvency.

Appendices
Appendix A presents evidence to support the view that risk selection and socio-economic status are factors that can result in improved outcomes associated with influenza in insured portfolios, as compared with an unselected general population.

Appendix B outlines how a pandemic also has the potential to have an impact on casualty business.
An Indonesian worker prepares to burn dead chickens as authorities slaughtered around 2,700 of them infected by the H5N1 virus in Jembrana in March 2007. If the disease is detected early enough, the mild virus can be eliminated by culling flocks before it has an opportunity to mutate into the highly pathogenic form.
1 Avian influenza

Avian influenza, or “bird flu”, is an infectious disease of birds caused by strains of the influenza A virus. As influenza viruses are highly species-specific, they only infect other species, such as pigs and humans, on rare occasions.

1.1 Prevalence

Avian influenza is common in bird populations, and always has been.

There are hundreds of strains of avian influenza viruses, but they can all be classified into one of two forms, based on their virulence:

- Low pathogenic avian influenza (LPAI), which affects only the respiratory tract. LPAI is common, but it only causes mild symptoms so it may easily go undetected unless surveillance of bird flocks and regular testing is carried out.
- Highly pathogenic avian influenza (HPAI), on the other hand, causes sudden disease in multiple organs, spreads very rapidly and has a mortality rate in birds approaching 100% within two days. It is far less common, but because it is so dramatic it is very hard to miss.

Virulence and pathogenicity

Both terms describe the ability of an organism to cause disease. They are frequently used interchangeably, but “virulence” may also describe the degree of pathogenicity.

Viruses that can cause highly pathogenic avian influenza are currently restricted to the H5 and H7 subtypes. Highly pathogenic viruses typically only emerge by mutation when a virus, carried in its mild form by a wild bird, is introduced into poultry. Once in poultry, the previously stable mild virus begins to evolve rapidly and can mutate, over an unpredictable period of time, into a highly lethal version of the same initially mild strain. If the disease is detected early enough, the mild virus can be eliminated by culling flocks before it has an opportunity to mutate into the highly pathogenic form.

All 16 HA (haemagglutinin) and nine NA (neuraminidase) subtypes of influenza viruses are known to infect wild waterfowl, therefore providing an extensive pool of influenza viruses perpetually circulating in bird populations. In wild birds, routine testing will nearly always find some influenza viruses, the vast majority of which cause no harm. For example, extensive worldwide surveillance of migratory birds has isolated LPAI viruses in at least 105 wild bird species of 26 different families. Of the 36 species of ducks, all but one tested positive and, of the nearly 29,000 birds tested, 9.5% tested positive to the influenza A virus.

Of all forms of avian influenza, the highly pathogenic H5N1 is commonly perceived to pose the greatest threat in terms of its potential to start a human influenza pandemic. However, there are other strains of concern which are also being monitored for their potential to infect and cause disease in humans. For example, in Hong Kong LPAI H9N2 infected two children in 1999 and one child in 2003. Another five human cases were reported in Chinese literature, although no deaths were recorded. H7N7, discussed later in this chapter, is also of concern because it is highly pathogenic in birds and more readily transmissible from human to human.

---

1 See Chapter 2, section 2.2 for details of terminology relating to types, subtypes and strains of the influenza virus.
2 While mutation is the normal pattern of emergence, a laboratory study has shown that domestic ducks infected with the H5N1 virus can, without showing any signs of illness, act as “reservoirs” to carry and spread an existing strain of the virus, ie, as distinct from a new, mutant strain.
While the surveillance and subsequent detection of influenza viruses in birds has intensified in recent decades, it is likely that these viruses have always been present in birds at the same or similar levels. On this basis, the present level of avian influenza in birds does not, in itself, signal a greater risk of an impending human influenza pandemic than at any other time in history.

1.2 Outbreaks

Outbreaks of highly pathogenic avian influenza have occurred frequently in bird populations in the past decade.

While the 1878 outbreak in Italy, which caused extremely high mortality in chickens, was almost certainly of the highly pathogenic form, the first confirmed outbreak of HPAI was reported in Scotland in 1959. Since then, 24 outbreaks have been recorded worldwide, of which 11 have occurred in the last 10 years (see Table 1.1).

<table>
<thead>
<tr>
<th>Period</th>
<th>Region/country</th>
<th>Subtype causing the outbreak</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>Australia</td>
<td>H7N4</td>
</tr>
<tr>
<td></td>
<td>Hong Kong</td>
<td>H5N1</td>
</tr>
<tr>
<td></td>
<td>Italy</td>
<td>H5N2</td>
</tr>
<tr>
<td>1999–2000</td>
<td>Italy</td>
<td>H7N1</td>
</tr>
<tr>
<td>2002 onwards</td>
<td>Hong Kong</td>
<td>H5N1</td>
</tr>
<tr>
<td></td>
<td>Chile</td>
<td>H7N3</td>
</tr>
<tr>
<td>2003</td>
<td>Netherlands</td>
<td>H7N7</td>
</tr>
<tr>
<td>2004</td>
<td>Pakistan</td>
<td>H7N3</td>
</tr>
<tr>
<td></td>
<td>United States</td>
<td>H5N2</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td>H7N3</td>
</tr>
<tr>
<td></td>
<td>South Africa</td>
<td>H5N2</td>
</tr>
</tbody>
</table>

Source: World Health Organisation, 2005 (see footnote 3)

The majority of these outbreaks have had only a very limited geographical spread. A few did not spread beyond a single farm or flock and, other than H5N1, only one spread internationally. All of the larger outbreaks were difficult to control, and it typically took two to three years to eliminate the virus. Of the outbreaks listed in Table 1.1, H5N1 and H7N7 are significant because they succeeded in crossing the species barrier into humans.

H5N1

None of the outbreaks since 1959 have approached the size of the current outbreaks of the highly pathogenic H5N1 avian influenza. The present and ongoing outbreaks of H5N1 in birds began in South-East Asia in 2003. They are unprecedented in terms of the number of countries affected and the deaths of so many birds.

In an initial wave of spread from December 2003 to February 2004, outbreaks were reported in poultry in the Republic of Korea, Vietnam, Japan, Thailand, Cambodia, Lao PDR, Indonesia and China. In a second wave, recurrences of H5N1 were reported in poultry in China, Indonesia, Thailand and Vietnam in June and July 2004. In August 2004, the disease spread to poultry in Malaysia.

2005 saw the spread of the disease into poultry and/or wild birds in Russia, Kazakhstan, Mongolia, Turkey, Romania, Croatia and Ukraine. In 2006, the virus spread through the Middle East and Africa, and was detected in wild birds in many European states. Outbreaks in one or two poultry farms in Germany and France were also reported.

---

6 The outbreak originating in the Netherlands; see pages 11 and 12 for more details.
7 World Health Organisation, 2005 (see footnote 3).
In total, at the time of writing, confirmed occurrences of H5N1 (in some cases in only one bird) have now been reported to the World Organisation for Animal Health (OIE) in more than 50 countries.

H7N7
In February 2003, outbreaks of HPAI H7N7 were detected in various poultry farms in a poultry-dense part of the Netherlands. Despite the rapid implementation and enforcement of regulatory control measures, the outbreak eventually spread to a second region within the Netherlands – where it was controlled relatively quickly – and into Belgium and Germany. In the Netherlands, more than 30 million chickens from 1 145 commercial farms (255 with infection) and poultry from 16 490 hobby farms – a quarter of the country’s poultry stock – were destroyed in the course of two months. Some 2.7 million chickens were destroyed in Belgium and 400 000 in Germany.

1.3 Transmission to humans

Transmission of avian influenza viruses to humans is a very rare event.

Given the huge numbers of birds infected in some of the HPAI outbreaks referred to above, and the numerous consequent opportunities for human exposure and infection, the number of documented human cases is comparatively low. It is not presently understood why some people, and not others, become infected following similar exposures.

The first recorded instance of human infection with H5N1 was in Hong Kong in 1997. 18 people were infected, six of whom died. Since the virus re-emerged in birds in South-East Asia in 2003, more than 250 confirmed human cases have been reported to the World Health Organisation (WHO), as shown in Table 1.2.

### Table 1.2
Cumulative number of confirmed human cases of avian influenza A/(H5N1) reported to the WHO

<table>
<thead>
<tr>
<th>Country</th>
<th>2003 cases</th>
<th>2003 deaths</th>
<th>2004 cases</th>
<th>2004 deaths</th>
<th>2005 cases</th>
<th>2005 deaths</th>
<th>2006 cases</th>
<th>2006 deaths</th>
<th>2007 cases</th>
<th>2007 deaths</th>
<th>Total cases</th>
<th>Total deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azerbaijan</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Cambodia</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>China</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>5</td>
<td>13</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td>Djibouti</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Egypt</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>10</td>
<td>16</td>
<td>4</td>
<td>34</td>
<td>14</td>
</tr>
<tr>
<td>Indonesia</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>13</td>
<td>55</td>
<td>45</td>
<td>6</td>
<td>5</td>
<td>81</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iraq</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Lao PDR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Nigeria</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>0</td>
<td>17</td>
<td>12</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vietnam</td>
<td>3</td>
<td>3</td>
<td>29</td>
<td>20</td>
<td>61</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>93</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4</td>
<td>4</td>
<td>46</td>
<td>32</td>
<td>98</td>
<td>43</td>
<td>115</td>
<td>79</td>
<td>28</td>
<td>14</td>
<td>291</td>
<td>172</td>
</tr>
</tbody>
</table>

The total number of cases includes the number of deaths. WHO reports only laboratory-confirmed cases. All dates refer to onset of illness.


---

8 This information is periodically updated by the World Health Organisation; for the latest information visit www.who.int.
Of the few avian influenza viruses known to have crossed the species barrier, H5N1 has caused the largest number of cases of severe disease and death in humans. The disease caused by H5N1 often follows an unusually aggressive clinical course, with rapid deterioration and high fatality. In the present outbreak, more than half of those confirmed as infected with the virus have died.

Evidence is limited and conflicting, however, on the extent of mild disease that has occurred in humans from H5N1. Mildly symptomatic cases have been reported by the WHO. Population-based surveys enquiring on flu-like illnesses among people living in villages where H5N1 outbreaks have occurred also suggest that such infections are possible. But blood tests in other studies of people exposed to the disease have failed to find many asymptomatic individuals testing positive for the virus.

Avian H9N2 influenza A virus has caused repeated human infections in Asia since 1998. The virus isolated from a five-year-old girl hospitalised with an influenza-like illness in Hong Kong in 2003 was closely related to viruses circulating in poultry in the markets of Hong Kong. Given that the girl in question had no history of contact with domestic poultry prior to the illness, it seems likely that she contracted the virus indirectly from the markets.

In the 2003 H7N7 outbreak in the Netherlands, virus infection was detected in 89 humans, of whom 78 had conjunctivitis and one other died – a Dutch veterinarian, who died from respiratory distress one week after visiting an infected farm. Three of the 89 confirmed H7N7 cases were household contacts who had no known exposure to infected poultry. This strongly suggests that human-to-human transmission occurred. A report published by the Dutch National Institute for Public Health and the Environment (RIVM) estimated that at least 1,000 people were infected with the avian influenza virus, including those who came into direct contact with infected poultry as well as others living in the same households as infected poultry workers.

---

12 World Health Organisation, 2005 (see footnote 11).
1.4 The pandemic risk

According to any authoritative commentary on the topic, another influenza pandemic is inevitable.

As shown in Table 1.3, the WHO has a six-phase alert system for informing the world of the seriousness of the human influenza pandemic threat, and of the need to prepare progressively more intensely for its impact. The world is presently in phase 3: a new influenza virus subtype is causing disease in humans, but is not yet spreading efficiently and sustainably among humans.

<table>
<thead>
<tr>
<th>Inter-pandemic phase</th>
<th>Low risk of human cases</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>New virus in animals, no human cases</td>
<td>Higher risk of human cases</td>
<td>2</td>
</tr>
<tr>
<td>Pandemic alert</td>
<td>No or very limited human-to-human transmission</td>
<td>3</td>
</tr>
<tr>
<td>New virus causes human cases</td>
<td>Evidence of increased human-to-human transmission</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Evidence of significant human-to-human transmission</td>
<td>5</td>
</tr>
<tr>
<td>Pandemic</td>
<td>Efficient and sustained human-to-human transmission</td>
<td>6</td>
</tr>
</tbody>
</table>

Source: World Health Organisation

In order for a new human influenza pandemic to begin, the following three conditions must all be met:

- a new influenza virus strain emerges (or one re-emerges that has not circulated for at least a generation), and
- this virus is able to infect humans, causing serious sickness, and
- it must be capable of efficient transmission from human to human

Based upon this criteria, it is clear that the threat of a new human influenza pandemic is not related purely to the emergence of H5N1 in birds. Other influenza viruses with pandemic potential may emerge or, as in the case of H9N2 and H7N7, may have emerged already.

Influenza viruses can improve their transmissibility among humans in one of two ways. The first is a “reassortment” event, where genetic material is exchanged between human and avian viruses during co-infection of a human or pig. The second mechanism is a more gradual process of random mutation, whereby the capability of the virus to adhere to, and replicate in, human cells increases during subsequent infections of humans.
The human influenza pandemics of 1957 and 1968 were both caused by the first of the two mechanisms described above, i.e., by avian-human reassortant influenza viruses that had acquired the ability to attach to, and infect, human respiratory cells. A series of experiments carried out by researchers at the US Centers for Disease Control and Prevention (CDC) suggested that significant genetic changes in the H5N1 virus would likely be needed to create a strain that could cause a pandemic. In these experiments, genes from a human H3N2 influenza virus were added to genes from an H5N1 avian influenza virus and tested in ferrets, whose susceptibility to influenza viruses is similar to that of humans. These ‘hybrid’ viruses did not pass easily between ferrets and, in fact, caused disease less severe than the original H5N1 virus. It remains unknown whether the H5N1 virus could reassort with a human influenza virus in nature17.

Since its first isolation in humans in 1997 (and since its first outbreak in birds in 1959), the H5N1 virus has proved unable to acquire the ability to transmit easily and sustainably among humans. Before it can do so, it must still undergo a series of genetic changes. Given that no H5 influenza subtype has ever caused a human influenza pandemic, it is possible that this virus will never be able to transmit efficiently from human to human.

In the handful of instances of possible human to human transmission, the virus has never spread beyond a first generation of close contacts. Data from these instances suggest that transmission requires very close contact with a sick person, i.e., that there is a substantial ‘species barrier’.

Notwithstanding the above, the risk that the H5N1 virus will acquire the ability to spread easily and sustainably among humans will persist as long as opportunities for bird-to-human infections occur. These opportunities will, in turn, persist as long as the virus continues to circulate in birds, and this situation could last for some years18. Regardless of whether H5N1 will ever be able to start a human influenza pandemic or not, there is no doubt that the current outbreaks need to be controlled and that the disease must be eliminated from birds.

1.5 Conclusions

The threat from H5N1 needs to be seen against the wider background of avian influenza more generally. Not only is avian influenza common in bird populations, but it always has been. Outbreaks of highly pathogenic avian influenza occur frequently, and the strains from some of these outbreaks have been able to infect humans far more easily than H5N1. There has never been a human influenza pandemic caused by an H5 influenza subtype, and it is clear that H5N1 must undergo a series of genetic changes before it can become contagious in humans – this will not happen overnight. Concerted and coordinated global efforts are being made to monitor, control and eliminate H5N1 from bird populations.

18 World Health Organisation, 2005 (see footnote 11).
Close contact between animals and humans, as shown in this market in Bangkok, increases the potential for infection to cross between the species.
Influenza, or “flu”, is a common and highly infectious viral disease in humans, other mammals and birds. It is typically a seasonal infection, occurring in the autumn and winter months of the respective hemispheres. In the tropics, and occasionally on cruise ships, influenza may occur at any time of the year. In the United States, the number of cases of seasonal influenza averages between 15 and 60 million per year, of which around 36,000 people die. The World Health Organisation (WHO) has used the number of US cases to estimate that the global burden of seasonal influenza may approach one billion cases annually, representing around 20% of the world’s population.

Various environmental factors cause influenza infections to peak in the autumn and winter months. People spend more time indoors, including in group settings such as in schools, and in conditions of less humidity (heated buildings) and reduced air exchange (closed windows). The geographic distribution of the population, travel patterns and even the timing of school holidays have been associated with the differences in the timing and incidence of influenza infections across regions and countries.

2.1 The persistence of human influenza infections

The ability of the influenza virus to cause annual outbreaks is due to the regularly changing structure of the proteins found on its surface. There are two processes which enable the virus to be an ongoing infectious disease in humans:

- First, small defects in the replication of genetic viral material allow for slightly different strains to emerge from year to year. This ability to mutate slowly is a process known as antigenic drift. People’s immunity to the new virus is limited, allowing new influenza outbreaks to begin.
- A second process, antigenic shift, refers to the sudden introduction of a new influenza virus into the environment. Antigenic shift can occur in one of two ways. First, it can happen when an existing influenza virus infecting an animal becomes capable of directly infecting a human. The second way for antigenic shift to occur is through the formation of a new virus through a mixing of genetic material from animal and human influenza viruses. This latter process occurs by genetic reassortment.

The propensity for the influenza virus to mutate in these different ways allows it to avoid recognition by the immune system and accounts for the ongoing presence of influenza in human populations, leading to sickness (morbidity) and, on rare occasions, death among those affected.

When a new strain emerges that has the capacity to be easily transmitted between humans, and to which humans have little or no immunity, the circumstances that potentially trigger a more significant influenza epidemic then come into play. If widespread infection occurs on a global scale, then the term pandemic is typically applied to the influenza outbreak. Influenza pandemics have occurred three times in the 20th century, and over previous centuries, and these have led to millions of deaths worldwide.
Pandemic or epidemic?
A pandemic is an outbreak of an infectious disease over a wide geographic area that affects a large proportion of the population. An epidemic, however, only affects people in a smaller geographic area — one or several communities, for example.

Type, subtype or strain?
Various terminology exists to describe and identify particular forms of influenza virus. While these terms are frequently used interchangeably, there are important differences between a "type", a "subtype" and a "strain". The US Centers for Disease Control provides the following guidance in respect of these definitions:

- **Type**
  - Refers to influenza A, B, and C
- **Subtype**
  - Refers only to influenza A. Different subtypes of influenza A include H1N1, H3N2, H5N1 etc
- **Strain**
  - New strains of each of these influenza A subtypes, along with new strains of influenza B, emerge each year through small genetic mutations (antigenic drift)

2.2 Structure of the influenza virus: types, subtypes and strains in circulation

**Structure**

The influenza A virus is classified as an *orthomyxovirus* and is made up of eight strands of RNA (ribonucleic acid) segments. These segments carry genetic code for several proteins. The combination of encoded proteins determines whether the influenza virus type is type A, B or C. Examples of proteins that are distributed across the surface of the influenza A virus include haemagglutinin (HA) and neuraminidase (NA). These are the characteristic spike-shaped structures illustrated in Figure 2.1.

![Figure 2.1](image)

Structure of an influenza A virus

While the text in the main body of this chapter focuses on HA and NA, for the sake of completeness all 10 proteins are illustrated in this diagram. The PB1, PB2, PA, M2 and NS1 proteins are referred to later in this publication in Chapter 3, section 3.4.

Source: Reproduced with the permission of Dr Markus Eickmann, Institute for Virology, Marburg, Germany (www.biografix.de)
Types, subtypes and strains in circulation

Of the three types of influenza, only influenza A and B cause widespread disease in humans. Different subtypes of influenza A are identified by alphabetical and numerical designators. These refer to the HA and NA proteins present on the surface of the influenza A viruses. Influenza B viruses are not categorised in this fashion. In total, there are 16 different HA subtypes (H1 to H16) and nine different NA subtypes (N1 to N9). Until recently, only three HA subtypes of (H1, H2 and H3) and two NA subtypes (N1 and N2) have caused influenza A in humans, although other subtypes have circulated in birds and other mammals. Influenza B is typically found only in humans. Type B has caused seasonal epidemics but not pandemics because, unlike influenza A, influenza B does not undergo the dramatic changes associated with antigenic shift.

A common medical view is that many pandemic influenza subtypes originated as human infections in Asia. A possible reason for this may relate to the animal farming and handling practices that are common to this region. These involve close contact between animals and humans, increasing the potential for infection to cross between the species.

In the past, when an antigenic shift resulted in a new pandemic subtype, this was associated with the disappearance of the prior influenza subtype and the emergence of a new one. Analysis of tissue and blood serum have confirmed that the 1918 influenza pandemic – commonly known as “Spanish flu” – was an H1N1 subtype. The 1957 Asian pandemic ("Asian flu") was an H2N2 subtype and the 1968 Hong Kong pandemic ("Hong Kong flu") represented the H3N2 subtype. Researchers believe that the 1889 pandemic may have also been an H2N2 subtype. It also appears that a 1950s version of the H1N1 subtype re-emerged in Russia in 1977, possibly due to an accidental release of the virus from frozen storage. Today, both the H3N2 and H1N1 influenza subtypes continue to co-circulate, as does a subtype of H1N2 that emerged in 2001. Circulation of multiple influenza A subtypes at the same time is a relatively new phenomenon.

2.3 Causes and symptoms of influenza in humans

Influenza transmission

People develop influenza most commonly by inhaling air filled with droplets containing the virus from the coughing and sneezing of infected persons. To a lesser extent, infection may result from touching an infected person or a surface that has been contaminated by someone touching, or coughing or sneezing over it. Millions of virus particles can be left on commonly-shared surfaces to be transmitted to others in this way. Infection of human body cells occurs when the HA proteins on the surface of the virus bind to a cell lining the upper respiratory tract. Binding allows for the genetic material in the virus to be passed into the host cell, which triggers replication and production of new virus particles, allowing other parts of the respiratory tract to become infected. The NA protein then acts to facilitate the release of the newly replicated viruses from the infected cell. These new viruses can then repeat the cycle of infection, replication and release.

The influenza virus replicates by entering a host cell and using this cell’s resources to produce hundreds of copies of the viral RNA. The virus attaches to the outside of the host cell and its RNA enters into the cell. The viral genes are transcribed and translated by the cell’s enzymes and ribosomes. In this way, the virus takes over the cell’s productivity. Instead of producing only new cellular material, the cell now produces hundreds of new virus particles. The new virus particles are eventually released from the cell and drift off; some may land on, and enter, a host cell of their own.

Source: Adapted and used with permission from accessexcellence.org. Copyright 2007 US National Health Museum. All rights reserved

Course of infection
The incubation period between the onset of infection and the symptoms being displayed is typically between one and two days. While symptoms vary from patient to patient, influenza usually produces symptoms of fever, chills, cough, runny nose and muscle ache. Gastrointestinal symptoms – vomiting and diarrhoea – may also occur, especially in the young. Whether a seasonal or pandemic strain, the majority of individuals who become infected with an influenza virus and become ill see their symptoms resolved in three to seven days, though the illness may last longer. Symptoms abate with a reduction of viruses in the bloodstream. Adults may be infectious from one day before the development of symptoms to five days afterwards. Children can be infectious for twice as long, and those who are incapable of developing a normal immune response (for example, due to the presence of disease) can be infectious for much longer periods. Indoors, the influenza virus can survive for up to 24 hours on steel surfaces and 15 minutes on tissues, while under optimal conditions of low humidity and cool temperatures, it can survive on a hard surface for two days. Its ability to survive outside a host for prolonged periods highlights the importance of frequent hand washing in order to reduce the chance of passing virus between the hands and the eyes, nose and mouth.

26 Centers for Disease Control, 2006 (see footnote 24).
In the vast majority of cases, influenza runs its usual course and people affected by the virus recover. Complications may be caused by influenza, but these are rare, and are more likely to occur when an individual has a chronic debilitating disease or if infection occurs at very young or very old ages. The most common severe complication of influenza is secondary bacterial pneumonia and, more rarely, a primary viral pneumonia may also develop. Both types of pneumonia may also occur together. Far rarer than these complications are infections of other parts of the body, including the central nervous system or other organs.

The body’s response
For people who become infected, the human body puts up a number of defensive responses. Cells of the immune system – white blood cells known as cytotoxic T-cells – that come into contact with an infected host cell send out chemical signals (chemokines and cytokines) to recruit other white cells, which attack the infected cells to eliminate further viral replication. Other T-cells initiate the manufacture of antibodies to act against the surface proteins, HA and NA – although the benefit of this activity is derived over the longer term, in that it helps to prevent future infections. It is important to note that this immune response mounted against the virus confers future protection against an identical strain of influenza and can moderate the virulence of an infection arising from a very similar strain. However, the same person can become repeatedly infected with different strains of influenza over their lifetime.

In rare cases, the body’s immune response to infection can become far too aggressive. The aggregation of T-cells at a site of infection can attract even more defensive cells that will also act to increase the immune response. This response – known as a cytokine storm – can lead to a build-up of secretions in the respiratory tract causing respiratory distress. Research with genetically re-engineered 1918 influenza A suggests that this virus could have produced very high levels of chemokines and cytokines27. Historic descriptions of certain individuals who rapidly died of influenza suggest that the cause of death could have been a cytokine storm. This may have been a more common complication in young adults who became infected with the 1918 influenza because of a greater propensity in this age group to be able to mount a strong immune response to certain viral infections. The ability to produce a strong immune response that could trigger a cytokine storm is also an attribute currently present in certain H5 avian influenza strains28.

2.4 Diagnosis, treatment and prevention of influenza

Diagnosis
Because the symptoms of influenza are not unique, diagnosis on the basis of symptoms alone is not guaranteed to be accurate: other respiratory infections often present with a similar picture. However, the presence of widespread influenza infections in the community at an expected time of the year, along with the presence of characteristic symptoms, are typically sufficient to make a provisional diagnosis and to start treating the symptoms. A definitive diagnosis is based on identifying the virus from respiratory secretions. Viral cultures allow the specific influenza subtype and strain to be identified. If all that is required is simply to determine the presence or absence of an influenza infection in a person, test kits are available that can provide this information in a matter of minutes.

Treatment
For the large majority of cases, symptomatic treatment is all that is required for those who become infected. Rest, fluids, and medicines to reduce fever represent the main needs in most cases. To reduce the potential spread of infection, people should not travel or go to work if they are symptomatic or have a fever. Any additional treatment would be tailored according to the complications that develop. As mentioned earlier, serious secondary respiratory infections such as bacterial pneumonia represent a major complication associated with an influenza infection and can be managed with antibiotics. Evidence of the tremendous impact that antibiotics have had in reducing influenza mortality is demonstrated by the large declines in influenza mortality rates, beginning in the 1940s when antibiotics became widely available (see Figure 2.3)\(^29\). Other types of complications are managed on a case-by-case basis and may be amenable to specific treatments or other supportive care.

**Figure 2.3**
Influenza and pneumonia mortality trends: total population, United States 1990–1998

![Figure 2.3](image)

1 1918 influenza pandemic (5,885 deaths/1,000)
2 Introduction of sulfa drugs (∼1935)
3 Introduction of penicillin and streptomycin (∼1941–43)

The widespread availability of antibiotics, beginning in the 1940s, had a major impact in terms of reducing influenza mortality.

Source: Based on US National Center for Health Statistics data

Antiviral medication
Another means to control influenza is through antiviral medications. These can be used as a preventative measure or for the treatment of influenza infections. These drugs have a number of beneficial effects, including shortening the duration and severity of infection, reducing the production of the virus (which helps to reduce its spread), and controlling serious influenza complications such as pneumonia.

However, there is evidence of widespread resistance by the influenza A subtype to some of the older antivirals\(^30\) for certain influenza strains in circulation. In North America, for example, it has been recommended not to use these older medications in influenza A epidemics unless the virus’s susceptibility to these drugs has been confirmed\(^31\). Neuraminidase inhibitors\(^32\) represent a newer class of antivirals which can be effective against both influenza A and B viruses. These drugs interfere with neuraminidase, a substance which facilitates the release of viral particles from infected cells.


\(^30\) Amantadine and rimantadine.

\(^31\) Centers for Disease Control, 2006 (see footnote 24).

\(^32\) Oseltamivir and zanamivir.
Vaccination
The most effective measure in the control of influenza is to prevent the disease through vaccination. Vaccination reduces the probability of disease, or its severity, if an infection occurs. In a study of healthy elderly people in the Netherlands, Voordouw found that the risk of acquiring a seasonal influenza infection was cut in half by vaccination and the risk of death was reduced by 24%.

The WHO and major governments track the global emergence of influenza infections. Based on the identification of predominant antigenic strains from a prior influenza outbreak, these authorities make an assessment of the strains considered likely to resurface in the upcoming season. Based on this assessment, vaccines can be produced that will protect individuals from the exposures anticipated in the next season. Because influenza is usually a mild infection, vaccination is typically reserved for individuals who have a higher probability of developing complications of this disease.

The effectiveness of a vaccine depends on how closely a new strain of influenza resembles strains that are contained in the existing vaccine. When an antigenic shift occurs in an influenza virus or a new subtype widely circulates, as would be the case in a pandemic, the degree of protection is reduced or lost. In these circumstances, a vaccine specific to the new strain needs to be produced and distributed in large volumes. The time required to do this means that it will not be available during the early months of a pandemic. Further discussion of the vaccine production process, and the work being carried out to shorten this, are contained in Chapter 4.

Vaccines come in two basic forms, both of which stimulate an immune response: inactivated (killed influenza virus) and live attenuated influenza vaccines. Which is used will depend on availability, and to whom the vaccine is being administered. The attenuated live vaccine has the potential to produce mild flu-like symptoms, in which case it is typically reserved for healthy people aged between five and 49 years – unless circumstances dictate that such individuals should not be immunised in this way (for example, due to allergies). Traditional vaccine production methods involve growing a virus in embryonated hens’ eggs. Alternative production methods for influenza vaccines and ways to extend the vaccine supply represent an area of active research and are discussed further in Chapter 4.

---

34 This group includes the over 50s, residents of long-term care facilities, and adults and children with chronic heart and lung disease, diabetes, kidney disease and weakened immune systems.
35 See section 4.4.
36 “LAIV (the live vaccine) is an option for vaccination of healthy ... persons aged 5–49 years (including healthcare workers and other persons in close contact with groups at high risk and those wanting to avoid influenza). During periods when inactivated vaccine is in short supply, use of LAIV is encouraged when feasible for eligible persons (including healthcare workers) because use of LAIV by these persons might increase availability of inactivated vaccine for persons in groups at high risk. Possible advantages of LAIV include its potential to induce a broad mucosal and systemic immune response, its ease of administration, and the acceptability of an intranasal rather than intramuscular route of administration.” (Centers for Disease Control, 2006 (see footnote 24)).
37 See section 4.4.
2.5 Groups at risk of influenza complications

For most seasonal influenza outbreaks, pneumonia and influenza deaths are concentrated in the very young and the very old, with the majority occurring among people over the age of 65. In the years when a pandemic has occurred, in contrast to this age pattern, a higher proportion of deaths among those under the age of 65 has been observed. This age shift may, in part, be due to a greater diversity of antibodies against prior influenza strains still being present in older people, giving them the benefit of partial immunity to the new strain.

Influenza also contributes to increased morbidity and mortality rates in individuals with chronic disease. Peaks in deaths due to chronic heart disease, cerebrovascular disease (such as stroke), and diabetes have been noted to coincide with peaks in the incidence of influenza and pneumonia. Additional factors that can influence the risk of influenza complications and death are discussed in Appendix A.

2.6 Conclusions

Influenza is a common infectious disease. In considering the impact of influenza infections over the past century, its effects are mostly seen at the age extremes, where individuals are more susceptible to complications. Individuals with chronic disease are at increased risk of developing complications associated with influenza infections. Starting in the mid-20th century, the availability of antibiotics had a dramatic impact on rates of influenza and pneumonia mortality due to their effectiveness in treating secondary bacterial pneumonias. Today, the key preventative measure to reduce influenza morbidity and mortality in at-risk populations is vaccination. Options for treating the symptoms of influenza, or for dealing with complications that might develop, are available, and expanding.

38 Centers for Disease Control, 2006 (see footnote 24).
Influenza victims crowd into an emergency hospital near Fort Riley, Kansas in 1918. 1918 is often seen as a possible benchmark for excess mortality in a future pandemic. However, this pandemic was exceptional among all those that have been recorded since 1580.
Influenza pandemics are infrequent events, occurring at irregular intervals. There is no chronological pattern that would allow us to predict when the next one might come.

### 3.1 Historical frequency and severity

#### Frequency

While our most detailed knowledge of influenza infections is from epidemics and pandemics that occurred in the 20th century, epidemics with reported symptoms that suggest an influenza infection have been documented for much of recorded history. Descriptions of an epidemic provided by the Greek physician Hippocrates around 412 BC are suggestive of influenza and other influenza epidemics were documented in the Middle Ages. A widespread epidemic, reported as a “sweating sickness”, with influenza-like symptoms occurred in England in 1485. The first well described pandemic of an influenza-like disease occurred in 1580. In the last 300 years, there have been up to 13 influenza pandemics; these have occurred at irregular intervals, with as little as two years separating some of the outbreaks, and as many as 56 years between others. Of these, generally the best known is the pandemic of 1918–1919, the worst recorded pandemic over this period.

Based simply on historical frequencies, there is a 3–4% chance of an influenza pandemic occurring in any given year and, relatively, a far smaller chance of a severe pandemic.

#### Severity

Even for the influenza pandemics of the recent past, the scantiness and unreliability of available statistics (see box) makes it impossible to know or determine accurate morbidity or mortality rates from these historical events. However, although the estimates are very rough, mortality rates during the pandemics in the 18th and 19th centuries appear to more closely resemble those of the mild pandemics of 1957 and 1968 than those of the severe 1918 pandemic.

---

Assessing mortality attributable to influenza

Assessing the impact of influenza pandemics on mortality is difficult. Influenza diagnoses are generally not laboratory-confirmed, and deaths related to influenza are often attributed to pneumonia and other secondary complications that occur well after the influenza virus infection. For these reasons, influenza may not be listed on the death certificate for many influenza-related deaths. Given this incomplete identification, an indirect approach involving statistical modelling has long been used to estimate the seasonal excess in mortality attributable to influenza. Excess mortality during an influenza season is calculated as the difference between the number of deaths observed and the expected baseline in the absence of influenza.

---

---

3.2 Influenza pandemics 1700–1900

High morbidity and low mortality, with most deaths occurring among the elderly, were characteristic of all 18th and 19th century pandemics.

The study by Patterson provides a useful and authoritative analysis of the history of influenza pandemics between 1700 and 1900. Those which he identified as pandemics, or probable pandemics, are summarised in Table 3.1, and briefly described below.

Table 3.1
Pandemics (or probable pandemics) 1700–1900

<table>
<thead>
<tr>
<th>Year(s)</th>
<th>Years since previous pandemic</th>
<th>Place of origin or of first report</th>
<th>Viral type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1729–1730</td>
<td>7</td>
<td>Russia?</td>
<td>Unknown</td>
</tr>
<tr>
<td>1732–1733</td>
<td>2</td>
<td>Russia</td>
<td>Unknown</td>
</tr>
<tr>
<td>1781–1782</td>
<td>48</td>
<td>Russia, China?</td>
<td>Unknown</td>
</tr>
<tr>
<td>1788–1789 (?)</td>
<td>6</td>
<td>Russia</td>
<td>Unknown</td>
</tr>
<tr>
<td>1830–1831</td>
<td>41–48</td>
<td>Russia, China</td>
<td>Unknown</td>
</tr>
<tr>
<td>1833</td>
<td>2</td>
<td>Russia</td>
<td>Unknown</td>
</tr>
<tr>
<td>1836–1837</td>
<td>3</td>
<td>Russia?</td>
<td>Unknown</td>
</tr>
<tr>
<td>1889–1890</td>
<td>52–56</td>
<td>Russia</td>
<td>H2</td>
</tr>
<tr>
<td>1899–1900</td>
<td>9</td>
<td>Unknown</td>
<td>H3</td>
</tr>
</tbody>
</table>

Source: Modified from Patterson KD, 1986 (see footnote 42)

1729–1730
The first pandemic of the 18th century occurred in 1729–1730, and may have spread over the entire globe. Apparently, however, influenza did not break out in North America until 1732. European observers favoured Russia as its origin, but there is no documentation of this. The pandemic is reported to have caused much sickness, but relatively few deaths, with mortality mostly among the elderly.

1732–1733
Within two years, another pandemic began, initially in Russia. Morbidity during the pandemic of 1732–1733 seems to have been high and, despite its closeness to the previous pandemic, there was no evidence that exposure to the 1729–1730 pandemic conferred any residual immunity. Mortality rates, while possibly higher than during the previous pandemic, remained low – except among the very young, the very old and those with chronic illnesses.

1781–1782
The pandemic of 1781–1782 spread rapidly and made tens of millions of people sick. The earliest reports were from Russia, but for the first time there were suspicions of Asian origins. It was estimated that more than two thirds of the global population, from all walks of life,contracted the disease. Mortality, however, was low, and generally followed the usual pattern of being restricted mainly to the elderly and those with chronic respiratory illnesses.

1788–1789 (possible pandemic)
Morbidity and mortality were lower in the possible pandemic of 1788–1789 than in the previous pandemic of 1781–1782. Almost all of those who died were elderly or chronically ill. Once again, the earliest reports were from Russia, with clear patterns of spread to Europe and possibly North America.

44 Patterson KD, 1986 (see footnote 42).
1830–1831
The first pandemic of the 19th century occurred in 1830–1831. Suspicions about its Chinese origins arose from vague references to influenza in Southern China in October/November 1829. The pandemic spread rapidly, causing much morbidity but little mortality.

1833
The pandemic that swept Europe in 1833 was first reported in Russia in January. While its geographical spread was far narrower than in 1831, it caused considerably greater morbidity in Europe than the outbreak of 1831. It seems that men and women, young and old, were all equally likely to contract the disease. Mortality also appears to have been higher in 1833 than in 1831, although case fatality rates were still low. It was observed that the elderly and those with pre-existing respiratory illnesses were most at risk. There was no evidence that those with exposure to the 1830–1831 pandemic had any immunity against the 1833 virus.

1836–1837
A severe epidemic of unclear origin occurred in Europe in 1836–1837. Big cities were attacked first, with subsequent spreading-out to small towns and then the countryside. This was the third pandemic in less than a decade but, as with 1833, there was no evidence that exposure to prior pandemics conveyed any immunity to infection. This was the most severe influenza to strike since 1782, with extensive morbidity. However, case fatality rates remained low, even though total mortality was higher than in the previous two pandemics. Most of the deaths were among the elderly and chronically ill and were associated with secondary pneumonias. There was no significant increase in excess mortality for those aged under 25.

1889–1890
The pandemic of 1889–1890 is generally believed to have originated in Russia. The pandemic caused enormous morbidity in 1889 – attack rates of one third to one half for most places represent a reasonable estimate. There is no data to support any analysis of attack rates by age, gender or socio-economic status, but it is likely that any variations were more to do with exposure to the disease – for example, due to the nature of a person’s job – than with any greater or lesser vulnerability. While the elderly were lightly hit in 1889–1890, they had higher morbidity rates (and higher overall mortality) in the subsequent recurrences in the years that immediately followed. Excess annual mortality rates varied by country, and within each country, but in many cases were between 0.75 and 1 deaths per 1,000 people. As with all of the previous pandemics, mortality during 1889–1890 itself, and the years that followed, was closely linked with secondary pneumonia and/or other respiratory diseases, and was at its most severe among the elderly.

1899–1901
Increases in pneumonia-influenza death rates recorded in several countries signalled the last pandemic of the 19th century in 1899–1900 and 1900–1901. This pandemic, of unknown origin and with no obvious pattern of geographical spread, was clinically mild and, as usual, was most lethal among the elderly. Very high morbidity was observed in some outbreaks but, even in these places – as elsewhere – mortality rates were low.

45 “Case fatality” refers to the rate of death among people who are not only infected but who also become sick (see Chapter 5, section 5.2.1 for further explanation).
3.3 Influenza pandemics of the 20th century

Three pandemics occurred in the 20th century, in 1918, 1957 and 1968. These are summarised in Table 3.2, and briefly described below.

Table 3.2
Influenza pandemics of the 20th century

<table>
<thead>
<tr>
<th>Year(s)</th>
<th>Years since previous pandemic</th>
<th>Place of origin or of first report</th>
<th>Viral type</th>
<th>Estimated global deaths</th>
<th>Estimated number of US deaths</th>
<th>US excess mortality per 1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1918–1919</td>
<td>18</td>
<td>France, US</td>
<td>H1N1</td>
<td>40–50 million</td>
<td>500,000–550,000</td>
<td>5.3‰</td>
</tr>
<tr>
<td>(Spanish flu)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1957–1958</td>
<td>38</td>
<td>China</td>
<td>H2N2</td>
<td>1–2 million</td>
<td>70,000</td>
<td>0.41‰</td>
</tr>
<tr>
<td>(Asian flu)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1968–1969</td>
<td>10</td>
<td>China</td>
<td>H3N2</td>
<td>1 million</td>
<td>34,000</td>
<td>0.17‰</td>
</tr>
<tr>
<td>(Hong Kong flu)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


1918–1919

The 1918–1919 pandemic was the worst recorded pandemic since the first well described pandemic of 1580. It killed upwards of 40 million people globally in less than a year. As discussed in further detail below, the difference between its three waves seemed to be primarily in the much higher frequency of complicated, severe and fatal cases in the second and third waves. The first wave, which began with outbreaks in Europe and different US states in March 1918, was highly contagious but not especially deadly. The second wave began almost simultaneously in France, Sierra Leone and the United States as schools reopened in September 1918, and was highly fatal. In many nations, a third wave appeared in early 1919. This was also highly fatal (see Figure 3.2 for the UK on page 32).

Uncharacteristically for influenza, nearly half of the influenza-related deaths in the 1918 pandemic were in young adults aged between 20 and 40. In a complete reversal of previous patterns, 99% of deaths occurred in people younger than 65. Death rates in males far exceeded those in females. Many of the deaths in 1918 were from pneumonia caused by secondary bacterial infections, but the 1918 pandemic also caused a form of primary viral pneumonia that could kill apparently healthy young individuals within 48 hours. There is speculation that the elderly may have had partial protection from infection as a result of historical exposure to a related viral strain in the 19th century.

46 See section 3.4.3.
48 World Health Organisation, 2005 (see footnote 3).
“Spanish” flu?
The description of the 1918 pandemic as “Spanish flu” is a misnomer. There is no evidence to suggest that the pandemic originated in Spain, nor that it was more severe there than anywhere else. The first cases were detected in Europe and the United States. As Spain was neutral during World War I, its media covered the epidemic without restraint. The popular association of the 1918 pandemic with Spain is thought to have arisen from this high-profile news coverage.

1957–1958
The mild H2N2 virus that caused the 1957–1958 pandemic was first identified in China at the end of February 1957, and appeared in coastal cities of the United States in June the same year. The virus ‘seeded’ the population in summer (i.e., it quietly established and maintained itself with a low level of activity) and broke out with the opening of schools in September. Large numbers of cases occurred (concentrated in school-age children due to their close contact in crowded settings) and the outbreaks were frequently explosive, but fatalities were relatively low. Mortality showed the characteristic pattern of previous pandemics, with most excess deaths confined to infants and the elderly. In most countries, between one and three months later, a second wave followed the first. Concentrated in the elderly, this caused very high levels of illness and greater fatalities than the first wave.

1968–1969
The 1968–1969 pandemic virus first came to the attention of the western world in July 1968, with a brief report of a large epidemic in Hong Kong. Its international spread resembled that seen in 1957, but clinical symptoms were milder and mortality was lower. In most countries the disease spread slowly. The epidemic began in September in California (carried there by troops returning from Vietnam) and, by late December, spread eastwards to affect the whole of the United States. A significant increase in mortality from influenza-related pneumonia occurred during the first two weeks of January 1969, with deaths concentrated in the elderly. In contrast to the US experience, Canada and most of Europe experienced hardly any excess mortality. Because the virus was genetically similar to viruses from previous pandemics, including the one as recent as 1957, it is believed that some segments of the world population had partial protection, either against infection from the influenza virus or from severe disease.
3.4 Why was the 1918–1919 pandemic so severe?

Patterson, in his study of pandemic influenza concluded53:

“Perhaps the most striking generalization confirmed by this study is similarity among most pandemics, and the utter uniqueness of the 1918 outbreak. No other pandemic spread so explosively, killed nearly so many victims, nor caused remotely as much mortality among young and middle-aged people ... The 1918 pandemic was, so far, a singular event, and any recurrence is impossible to forecast.”

In many respects, the 1918 influenza pandemic was similar to other influenza pandemics. However, in contrast to all other pandemics:
- mortality was exceptionally high
- mortality was concentrated in a much younger age group, and
- the waves of infection followed one another with unusual rapidity

Research is ongoing into what caused this unusual severity and pattern of disease, looking at the viral component itself, along with the underlying conditions in humans and environmental factors present in 1918.

3.4.1 Characteristics of the virus contributing to exceptionally high mortality

Research by Taubenberger sequenced and analysed all eight RNA segments of the 1918 influenza virus54,55. While this, and other analysis, falls short of providing a concrete explanation, on a genetic basis, of the exceptional virulence of the 1918 virus strain, it does give the following clues:
- Despite the exceptional virulence of the virus, neither the 1918 haemagglutinin (HA) nor the 1918 neuraminidase (NA) genes possessed the mutations that account for the virulence of other influenza strains, or the highly pathogenic avian influenza H5 or H7 viruses.
- One of the distinctive characteristics of the 1918 virus was its ability to inflict rapid and severe damage to the respiratory tract of its victims. The 1918 NS1 protein was very effective in inhibiting the body’s response to viral invasion, which could explain why the virus was able to reproduce so quickly (it is also interesting to note that the change in the NS1 protein associated with increased virulence of the 1997 H5N1 avian influenza strain was not, however, found in the 1918 NS1 protein).
- The M2 protein is involved in the process that releases infectious viral material from the virus. However, the changes in the M2 protein that are typically associated with high viral yield and lethality were not found in the 1918 virus56.
- The 1918 polymerase genes (PB1, PB2 and PA) allowed the 1918 virus to replicate faster than other human H1N1 viruses, which also likely contributed to its high virulence57.
- It may have been simply that the combination of the genes/proteins of the 1918 virus created the ‘perfect storm’, with the genes working together optimally to produce the virus’s extraordinary virulence.

---

53 Patterson KD. 1986 (see footnote 42).
55 See Chapter 2, section 2.2 for further background on the structure of the influenza virus.
56 Garcia-Sastre A and Whitley RJ. Lessons learned from reconstructing the 1918 influenza pandemic. Journal of Infectious Diseases, 2006; 194: S127–32.
### 3.4.2 Concentration of mortality in the younger age groups

The profile of influenza deaths by age has historically been U-shaped, with peaks of mortality among infants and the very old, and comparatively low mortality rates at the ages in between. However, as illustrated by Figure 3.1, the age-specific death rates for the 1918 pandemic followed a W-shaped curve, with a middle peak in deaths among young adults between 25 and 34 (which, as the graph shows, did not occur during the normal annual influenza seasons of the preceding years). While the majority of deaths in 1918 were due to secondary bacterial pneumonia (since antibiotics were not then available), a significant minority died rapidly and violently soon after the onset of influenza symptoms. As many of these young adults that died were apparently previously healthy, one explanation suggested was that the damage caused by an over-reaction of the immune system resulted in the failure of multiple organ systems.\(^\text{58}\)

The graph shows average general population mortality for the inter-pandemic years 1911–1915 and during the 1918 pandemic year.

Source: based on, and derived from, data used in Taubenberger JK, 2006 (see footnote 54)

Given that the elderly are the age group usually most vulnerable to influenza, it is surprising that less than 1% of all influenza-related deaths in 1918 were among those aged 65 and over. This compares with 64% in 1957 and 52% in 1968. While mortality rates of people aged 65 and over who became sick are as high in 1918 as in other influenza years\(^\text{59}\), the incidence of infection in this group was much lower in 1918. A likely explanation for this is that – depending on their actual age – those aged 65 and over may have been exposed to a similar virus in a previous pandemic, giving them a level of partial immunity to the 1918 strain. It has been suggested that, if the virus that caused the epidemic of 1847–1848 was related to the one of 1918, this could explain the age pattern of mortality in 1918\(^\text{60}\).

Another suggested explanation for the unusual age profile observed in 1918 is based on the widespread prevalence of tuberculosis, even in developed countries. The evidence to support this is discussed more fully in the final section of this chapter.

---

\(^{58}\) See also Chapter 2, section 2.3 for further discussion on the body’s response to the influenza virus.

\(^{59}\) Taubenberger JK and Morens DM, 2006 (see footnote 47).

\(^{60}\) Langford C, 2002 (see footnote 57).
3.4.3 Three rapidly successive waves

As introduced in Chapter 2, influenza epidemics are most common in the colder months of the year. Pandemics, too, have mostly followed this trend. After an initial period of spread and infection, influenza pandemics then usually settle into a pattern of annual epidemic recurrences (or waves) as the virus drifts from year to year. In 1918, however, in many places there were three separate waves within a single year. Each wave caused widespread sickness but, as shown in Figure 3.2, only the second and third wave caused high mortality.

![Figure 3.2](image)

In the United States a first wave began in March, causing widespread illness but relatively few deaths. This ‘springtime’ wave spread to most countries of the world over the following months. A second wave spread globally from September to November, and many places saw a third wave in early 1919. The second wave and, to a lesser extent, the third wave also caused high rates of illness but, unlike the first, were highly fatal.


It is not clear what gave the 1918 virus this unprecedented ability to generate rapidly successive pandemic waves. Without human samples from all three waves it is not possible to say whether the same virus was responsible for all three waves, or whether the virus mutated between waves. There is some evidence to suggest, at least, that the third wave may have broken out as a result of the reopening of schools, churches and theatres after the end of the second wave61.

---

61 Kilbourne ED, 2006 (see footnote 52).
3.4.4 World War I had a significant impact

World War I took place mostly in Europe between July 1914 and November 1918. As Figure 3.2 above shows, the first wave of the 1918 influenza pandemic appeared in the spring of 1918. The second wave peaked in September to November of 1918, and the third wave followed in many places early in 1919. Both directly and indirectly, this overlap with World War I had a significant impact on the spread and ultimate death toll of the 1918 influenza pandemic.

When the United States entered the war in April 1917, in an attempt to maintain morale the US government quickly took steps to censor and control freedom of speech. The Espionage Act virtually legalised press censorship, and the Seditions Act made it punishable by twenty years of imprisonment to “utter, print, write or publish any disloyal, profane, scurrilous or abusive language about the government of the United States”62. President Wilson made no public statement about influenza. In this information vacuum, people were – at least initially – largely unaware of the presence of the virus, and neither they nor the public health authorities took any steps to prepare for the re-emergence of the influenza strain.

The war further compounded the problem by providing the ideal environment for the disease to break out and spread globally. As noted by Barry63:

“The US Army had exploded from a few tens of thousands of soldiers before the war to millions in a few months. Huge cantonments, each holding roughly 50,000 men, were thrown together in a matter of weeks. Hundreds of thousands of men occupied them before the camps were finished. They were jammed into those barracks that were finished, barracks designed for far less than their number, while tens of thousands of men lived through the first winter in tents. Hospitals were the last buildings to be constructed. These circumstances not only brought huge numbers of men into this most intimate proximity but exposed farm boys to city boys from hundreds of miles away, each of them with entirely different disease immunities and vulnerabilities.”

As troops moved from camp to camp, it became impossible to isolate the disease in one camp and stop it from spreading to others. It spread into the civilian population and, with the continued transport of soldiers to and from France, it spread globally. Further afield in Iran, despite its neutrality, warring armies used Iranian soil as a battlefield, and it was in this environment of massive troop movements and clashing armies that the 1918 influenza pandemic made its appearance64.

In addition to these developments, the military had a desperate need for thousands of doctors and nurses. When the war began, only 776 physicians were serving in the US armed forces. By the time it ended, 38,000 were serving65. This level of demand meant that medical care available for civilians deteriorated rapidly. Since so many doctors were away supporting the troops, the sick were cared for by inexperienced young doctors, medical students or older doctors, many of whom were not trained in contemporary medicine. Third- and fourth-year medical school classes were closed and the students were assigned jobs as interns or nurses66.

63 Barry JM, 2004 (see footnote 62).
65 Barry JM, 2004 (see footnote 62).
3.4.5 Underlying disease burden

As with all infectious diseases, the death toll from the 1918 influenza pandemic was far higher in poor countries than in the developed world. For example, the excess mortality per 1000 persons was between 42 and 67 in India, compared with around five in much of Europe and the United States. Better food and shelter, and differential access to healthcare – even the supportive care useful for influenza victims, such as helping with feeding and bathing – all played a part in this difference, as did the greater underlying disease burden present in the populations of the poorer countries.

In his paper examining the demographic impact of the 1918 influenza pandemic on Iran, Afkhami suggests that famine, opium consumption, malaria and anaemia were fundamentally responsible for the high mortality rate in Iran, rather than the prevailing notion that the virus targeted the young and healthy.

In the early 20th century, tuberculosis was widespread, even in developed countries. For example, around 30% of adults in the United States had tuberculosis antibodies as a result of infection or exposure to the disease. Following an examination of death rates by age and gender for 30 causes (representing around 80% of all registered deaths in the United States), research by Noymer and Garenne suggests that many apparently healthy young adults who died in 1918 were infected with tuberculosis, and that this explains the unusually high mortality rates among young adults, especially males. They note that tuberculosis death rates experienced their steepest decline of the 20th century just after 1918, and that this decline was much more marked for males than females, as shown in Figure 3.3. According to Noymer and Garenne, this was because many tuberculosis sufferers died of influenza and were not therefore around to die in the following years, or to pass the disease on to others.

![Figure 3.3](image-url)

**Figure 3.3**
Age-standardised death rates for tuberculosis, United States, 1900–1960


---


68 Afkhami A. 2003 (see footnote 64).

As noted by Noymer and Garenne:

“The age pattern of the 1918 flu means that tuberculosis and influenza overlapped much more than usual ... The secondary pneumonia that occurs as a complication of influenza infection could be exacerbated by active tuberculosis or by tuberculosis lesions in the case of latency. Virtually all influenza deaths involved the lungs, an important site of pathology for tuberculosis.

“An influenza-tuberculosis nexus is consistent with what is known about the 1918 epidemic, including the high fatality rate and the W-shaped mortality profile, and it helps explain the sex differentials we observe. The deadliness of the epidemic seems less extreme if we consider that many victims also had tuberculosis. Excess male flu mortality is consistent with the differential incidence of tuberculosis by sex. The fact that flu deaths had a mode in the 25–34 age group is also strongly indicative of a tuberculosis interaction; tuberculosis is a disease of adulthood, not of old age.”

3.4.6 Limited medical knowledge and treatments
A key factor that made 1918 so severe compared with today is that no antibiotics, vaccines or antivirals were available. Also since then, public health measures such as improvements in sanitation, nutrition, hygiene and the cleanliness of drinking water have all contributed to a reduction in the spread of infectious diseases. Chapter 4 contains an in-depth description of these issues, including the major advances in our understanding of the causes and treatment of bacterial and viral diseases.

3.5 Conclusions
Influenza pandemics are rare events – only 10 to 13 have occurred in the last 300 years. They have happened at irregular intervals, with no apparent pattern that would enable us to predict when the next one might be. Based simply on historical frequencies, the probability of an influenza pandemic occurring in any given year in the future would appear to be around 3–4%.

The present scientific understanding of the influenza virus is insufficient for us to know how severe the next pandemic might be. However, past pandemics have been more consistent with respect to severity than regularity. All past pandemics, for example, have caused high morbidity and, apart from the 1918 pandemic, low mortality, with most of the deaths among the elderly.

The 1918 pandemic was unique among all pandemics since the first well described pandemic of 1580, both with respect to its exceptionally high mortality rate and the high proportion of deaths in young adults. Many factors appear to have contributed to this pandemic’s extreme severity, a number of which have been described in this chapter.

Swiss Re has used a rigorous mathematical modelling approach to improve the level of understanding of the potential range of outcomes from a pandemic, and their respective likelihood. This approach and some key results are described in Chapter 5.
A Roche employee checks empty Tamiflu capsules before they go onto the filling line. The global manufacturing network for Tamiflu can produce in excess of 400 million treatments per year.
Compared with all past influenza pandemics, the world is now much better prepared to cope. There are a number of reasons for this:

- International agencies responsible for managing the global disease situation in animals and humans were founded in the 20th century, including the World Health Organisation (WHO) which serves as a global alert mechanism for the emergence of influenza viruses with pandemic potential.
- Antibiotics are now available to treat bacterial pneumonia, the major complication arising from influenza (penicillin was discovered in 1928).
- Virological research and knowledge has grown rapidly since the beginning of the last century (the influenza virus was first isolated in 1933).
- The International Health Regulations (IHR) were first adopted in 1951.
- Influenza vaccines have been available since the 1950s, and have proved their effectiveness in reducing the incidence of seasonal influenza by two thirds or more.
- Antiviral drugs for the treatment of influenza were first approved in the 1970s, and have demonstrated their effectiveness during seasonal influenza epidemics.

4.1 International agencies and their activities

The World Organisation for Animal Health (OIE – Office International des Epizooties) was created by international agreement in 1924 with the objective of managing situations involving global animal diseases.

The Food and Agriculture Organisation of the United Nations (FAO) was founded in 1945. Through its Animal Health and Production Division, the FAO’s role includes strengthening animal disease intelligence and emergency preparedness, and examining the role of migratory birds in the spread of disease. It also supports the general raising of awareness in relation to animal health risks and undertakes risk communication. The organisation also analyses and advises on the social and economic consequences of a given disease and its control, along with strengthening field surveillance and laboratory capabilities, and reinforcing global avian influenza surveillance and early warning capabilities.

At a global level, avian influenza early-warning activities are the joint concern of the FAO, OIE and WHO, working together in a Global Early Warning (and Response) System (GLEWS). Based at the FAO’s headquarters in Rome, the role of GLEWS is to monitor animal diseases crossing borders between countries and emerging zoonoses (diseases that can spread from animals to humans).

The FAO and OIE have prepared a global plan for the progressive control of highly pathogenic avian influenza, and in April 2005 established the OIE-FAO Avian Influenza Network (OFFLU). OFFLU’s role is to coordinate research, provide confirmatory diagnosis, support individual countries through the provision of experts, and interface with the WHO in the analysis of viral strains.

The UN System Influenza Coordination (UNSIC) was established by the former UN Secretary-General Kofi Annan in September 2005, as the specialised UN organisation in charge of assisting member states in controlling influenza at source in animals.

The WHO itself was established in 1948. Its objective is the attainment, by all peoples, of the highest possible level of health. Among its varied activities, the organisation is in charge of coordinating the global response to potential influenza pandemics, with a particular focus at the current time on human cases of H5N1 avian influenza.

70 World Health Organisation, 2005 (see footnote 3).
Through the work of its Global Influenza Surveillance Network (GISN), the WHO makes recommendations on the composition of the annual seasonal influenza vaccine produced each year. Established in 1952, the GISN also serves as a global alert mechanism for the emergence of influenza viruses with pandemic potential. The network comprises four WHO Collaborating Centres (CCs) and 117 National Influenza Centres (NICs) in 88 countries. The GISN’s first major test was the influenza pandemic of 1957, during which it performed very well:

“At the start of May 1957, WHO received news of extensive influenza epidemics in Hong Kong and Singapore. By mid-May, the virus had been isolated by laboratories in Japan and Singapore. Within a week, laboratories in the WHO network had analysed the virus and identified it as a completely new virus subtype. Using radio and telegraph despatches, WHO alerted the world to the onset of a pandemic, allowing health services to brace themselves for an upsurge of cases and deaths. Samples of the virus were immediately distributed to vaccine manufacturers throughout the world.”

The WHO coordinates the international response to any cross-border disease outbreak using resources from the Global Outbreak Alert and Response Network (GOARN). Created in 2000, the GOARN is a collaboration of existing institutions and networks which pool human and technical resources for the rapid identification and confirmation of, and response to, outbreaks of international importance.

The WHO’s overall mission, vision, objectives and activities with respect to influenza are set out in the WHO Global Influenza Programme (see box). Additionally, in the climate of concern arising from the ongoing outbreaks of H5N1 avian influenza in animals and infections in humans, in November 2005 a 12-point action plan was agreed at a joint meeting of the WHO, FAO, OIE and the World Bank, convened to discuss avian influenza and human pandemic influenza.

---

**WHO Global Influenza Programme**

**Mission**
- Contribute to reducing death and disease due to annual influenza epidemics and
- Prepare for the next influenza pandemic

**WHO vision on influenza surveillance and control**
- Effective and timely influenza surveillance in all regions of the world
- Antigenic and genetic match of influenza vaccine and current circulating influenza viruses
- Efficient national influenza control strategies and campaigns
- Sufficient influenza vaccines made available before and during pandemics and epidemics

**Objectives**
Increase and strengthen global epidemic and pandemic preparedness through:
- Improved quality and global coverage of influenza surveillance
- Improved understanding of health and economic burden of influenza including benefits from epidemic control and pandemic preparedness
- Increased national epidemic and pandemic preparedness including vaccine and pharmaceutical supplies
- Expanded use of existing vaccines particularly in developing countries and in high-risk groups and accelerated introduction of new vaccines
- More rapid communication and information exchange between WHO Influenza Network Members and key partners and stakeholders

---

71 World Health Organisation, 2005 (see footnote 3).
**Priority activities**

Global Influenza will focus on four major groups of activities (including research) on:

- Global influenza surveillance for accurate and timely recommendations on influenza vaccine composition
- Enhancement of global and national pandemic preparedness including initial outbreak investigation and coordination of rapid response
- Preparation and publication of technical and standard setting documents on influenza surveillance and control
- Providing international leadership in the coordination of implementation and advocacy of the Global Agenda on Influenza Surveillance, Prevention and Control

Concerning human health matters, the 12-point plan seeks to achieve two overarching objectives:

- to exploit all feasible opportunities to prevent the H5N1 virus from developing the ability to ignite a pandemic and, should this effort fail,
- to ensure that measures are in place to mitigate the high levels of morbidity and mortality, and social and economic disruption that can be expected during the next pandemic

Among the strategic actions in meeting these objectives, the plan identifies the need to intensify rapid-containment operations. This has the goal of preventing the virus from increasing its transmissibility among humans, or delaying its international spread. This will be achieved by quickly assessing situations that potentially signal the start of efficient human-to-human transmission, and then intervening immediately using rapid-response field teams, and global and regional stockpiles of antiviral drugs and other supplies.

According to results from mathematical models, antiviral prophylaxis would need to reach 80% of the initially affected population within around three weeks of symptoms appearing among the first people infected with an emerging pandemic virus. Other measures, including restrictions on the movement of people in and out of the affected area, would also be implemented quickly and effectively.

---

**Prophylaxis**

A prophylactic measure is one taken to maintain health and prevent the spread of disease.

Historically, pandemics have always brought an abrupt surge in the number of illnesses and deaths. Another consequence of a pandemic is increased absenteeism, so governments and companies need to have plans in place to ensure the continuity of essential services. Core competencies that may be needed during a pandemic include an ability to rapidly increase the number of hospital beds, to find additional staff, and to procure and distribute essential medical supplies. Building the capacity to cope with these consequences of a pandemic is therefore another strategic action identified within the plan, and a specific goal relating to this action is ensuring that all countries have formulated and tested pandemic response plans. The WHO provides guidance and assistance to countries in how to develop their plans. The WHO also works with individual countries, regions and internationally, in order to test plans and identify gaps in core capacities. By the end of 2006, 178 countries had drafted or finalised a national preparedness plan.

---

4.2 International health regulations

A hundred years after the first international conference to monitor and control the international spread of disease, a set of international health regulations was adopted in 1951. These are legally binding on all WHO member countries.

Originally adopted by WHO member states as the International Sanitary Regulations, the 1951 regulations were replaced by, and renamed, the International Health Regulations (IHR) in 1969. Under the 1969 regulations, member countries are required to notify the WHO if and when cholera, plague or yellow fever occur in their territory.

The scope of the regulations was extended by the IHR (2005), which came into force on 15 June 2007. The purpose and scope of the updated 2005 regulations are to prevent, protect against, control and provide a public health response to the international spread of disease in ways that are commensurate with, and restricted to, public health risks. Any unnecessary interference with international traffic and trade must be avoided. Importantly, member states must now notify the WHO of all events that – through the international spread of disease – constitute a public health risk to other members, and which potentially require a coordinated international response. They must also respond to requests for verification of information regarding such events.

As a temporary mechanism until the IHR (2005) came into force, the Influenza Pandemic Task Force (IPTF) was advising the WHO on the response to avian influenza, the appropriate phase of pandemic alert and the corresponding recommended response measures, when to declare an influenza pandemic, and how the international community should respond.

4.3 Major advances in medical knowledge and treatment

The pace of research and development in the healthcare field enabled medicine in the 20th century to undergo revolutionary change. The advances made possible over the past hundred years have contributed to an extension in life expectancy of more than 35 years.

The healthcare landscape has changed dramatically during the past century, with many more tools available to help public health and medical professionals prevent and treat infectious disease. Many of these tools should contribute to improved outcomes in future infectious disease epidemics and pandemics.

Public health measures
Public health measures are an important factor in the significant declines in infectious disease deaths, especially in the first half of the 20th century, and have contributed greatly to the increase in life expectancy. Improvements in sanitation, nutrition, hygiene and the cleanliness of drinking water have all led to a reduction in the spread of infectious disease. The introduction of chlorine in water stopped the spread of waterborne diseases such as typhoid and cholera. In addition, improvements in the identification and early treatment of people with transmissible infectious diseases, such as tuberculosis, has helped reduce the spread of infection and has contributed to decreased morbidity and mortality from these conditions.

74 See Chapter 1, Table 1.3 for further details.
Another factor that has helped reduce the transmission of influenza and other infectious diseases is improved public health communications about epidemic spread within a particular region. These measures have been instrumental in encouraging people to modify behaviour that would otherwise expose them to an increased risk of infection (for example, the contact modification – or “social distancing” – explored later in this publication).

Prevention in the form of mass vaccination programmes has also had a dramatic impact on the incidence of infectious diseases, especially among the young. Certain diseases, such as smallpox, have been effectively removed as a cause of disease and death in the global population as a result of intensive containment and vaccination campaigns.

The past century has also seen a rapid expansion of knowledge about the causes of other serious chronic diseases such as cardiovascular disease, which has been substantially reduced with the help of public health campaigns to alert people to the dangers of smoking, sedentary lifestyles and poor dietary choices. Many deaths from influenza are related to co-morbidity from these chronic diseases, and the decrease in this burden will help reduce influenza deaths in a future pandemic.

**Understanding and treating bacterial and viral disease**

The rapid expansion of research into the origins of bacterial and viral diseases during the 20th century has led to major advances in our understanding of how these diseases are caused, as well as how to treat them.

In the 1930s, sulfonamide drugs were found to be active against streptococcal infections and, in the United Kingdom, the first pure extracts of penicillin were obtained. The range of antibiotics steadily increased with streptomycin being discovered in the United States in the 1940s, followed by many others. Importantly, many of these drugs are active against pneumonia, a frequently fatal infection. The widespread availability of antibiotics in the latter half of the 20th century in developed countries has been a major mitigating factor in treating secondary pneumonias due to influenza infections.

In the 1960s and 1970s, management of patients who were seriously ill with infections was enhanced with the introduction of intensive care units (ICUs). ICUs allow the medical profession to institute aggressive supportive measures during a critical phase of treatment, increasing the probability of survival among those who have access to this advanced care.

During the past century, advances in molecular biology have contributed to accelerated rates of vaccine development. While vaccines against diphtheria, pertussis and tetanus were made available in the 1920s, it was not until the 1950s that the first vaccinations against influenza and polio were developed. Vaccines for many other conditions including measles, mumps, rubella, chicken pox, meningitis, hepatitis and lyme disease have followed. Today, annual vaccination has an important part in reducing the morbidity and mortality associated with influenza.

As the genetic structure of viruses became better understood, the 1980s saw the rapid development of antiviral drugs. Since then, the arsenal of antiviral medicines has continued to expand, and there have been considerable improvements in the management of viral diseases, notably in AIDS and viral hepatitis.
4.4 Influenza vaccines

Vaccines are the most important medical intervention for preventing influenza and reducing its health consequences during a pandemic.

However, while they have been available since the 1950s, they were available neither soon enough, nor or in sufficient quantities, to have an impact on the first waves of either the 1957 or 1968 pandemics. These past problems, related to the length of the production process and inadequate manufacturing capacity, still remain, but they are being addressed.

Timeline of the vaccine development and production process
Traditionally, influenza vaccines are produced in fertilised chicken eggs. Eleven days after fertilisation, the influenza virus is injected into the eggs and accumulates in the fluid surrounding the embryo. A high-yielding donor strain is co-injected. The embryo becomes infected so that the virus can multiply. After several days of incubation, machines open the eggs and harvest the virus. Then the virus is carefully purified, chemically inactivated and used to produce the vaccine. On average, between one and two eggs are needed to produce one dose of vaccine. The entire production process lasts at least six months76.

Time to production
The time needed to physically produce influenza vaccines using the traditional egg-based production technologies can be reduced in a number of ways. For example, it is possible to produce and store in advance bulk antigen (the component of a vaccine that brings out the immune response) which can protect against a specific subtype. However, advance stockpiling of a true pandemic vaccine is not possible, as the vaccine must closely match the actual strain of the pandemic virus and must therefore await its emergence.

So-called pre-pandemic or imperfect vaccines against the H5N1 virus are being stockpiled in some countries, with the expectation that they will provide at least partial protection against some future, related pandemic strain of H5N1.

The WHO and OIE are working on another step to shorten the time it takes to produce a vaccine – by approximately 14 days. If the pandemic preparedness alert phase reaches level 4 or above, they plan to make available to vaccine manufacturers pandemic vaccine viruses that have been developed using reverse genetics, before all safety tests have been completed77. Reverse genetics is a technology currently in development which allows for specific manipulation of the influenza genome. Methods for constructing new viruses for vaccines have been developed but are not yet in use commercially. If this method could be used on a larger scale, it may simplify and speed up the development of new vaccines.

An alternative to the current egg-based manufacturing methods may be to base vaccines on cell culture. Throughout the world, a number of contracts have been awarded to companies doing research into cell-based vaccine manufacture. This method offers a reliable, flexible, much faster and more easily scalable means of production compared with egg-based vaccine production78.

---

As a further future development, DNA-based vaccines offer a potential mid- to long-term solution to the problem of production delays, reducing the production period to between one and four months.

Because a new vaccine for seasonal influenza is produced almost every year, the steps required for vaccine development, licensing and production are familiar to both industry and regulatory agencies. However, to gain time during a pandemic, several activities are currently being undertaken ahead of time to enable rapid authorisation, production and marketing of vaccines. These include clinical trials to establish optimal vaccine formulation and the immediate registration of a ‘mock-up’ vaccine. The WHO is also working towards internationally agreed specifications that will accelerate the licensing of human pandemic influenza vaccines.

In addition, regulatory authorities in some countries may have emergency powers which come into play during a pandemic (for example, to permit the use of unapproved products if there is a reasonable belief the products may be effective and if the benefits outweigh the costs). Limitation of liability (on the part of vaccine manufacturers) is another issue that governments may need to face in any mass, emergency vaccination programme.

**Production capacity**

The greatest problem relating to vaccines is inadequate production capacity. Demand will unquestionably outstrip supply, particularly at the start of a pandemic.

Manufacturing capacity for influenza vaccines is concentrated in Australia, Europe, Japan and North America. The need for a vaccine will, however, be global. The present maximum manufacturing capacity – at around 350 million doses of *trivalent* vaccine per year – falls far below the expected demand during the first wave of a pandemic. In the past, influenza has tended to be more severe in the second wave. Should this happen, the extra few months could enable vaccine supplies to be increased.

**Trivalent vaccines**

Trivalent vaccines are the variety used for or seasonal flu vaccines. They contain three influenza strains, two of type A and one of type B.

Following consultation with scientific experts working on national immunisation programmes, along with national regulatory authorities, vaccine manufacturers and the research community, in September 2006 the WHO published an action plan to increase vaccine supply\(^\text{79}\). The plan describes the current situation of vaccine production (see Table 4.1), the estimated demand during a pandemic and the key challenges faced by the scientific community in closing the gap. The plan presents three main approaches to increasing vaccine availability:

- increasing the uptake of the seasonal influenza vaccine, which would provide the vaccine industry with more substantial and predictable demand, and enable it to increase production capacities accordingly
- increasing production capacity for pandemic vaccines by improving the production yields and increasing the likelihood that a vaccine will trigger an immune system defence (*its immunogenicity*), building new production plants, exploring other formulations of influenza vaccine, considering alternative ways of administering the vaccine in order to lower the dosage required, and
- building on research and development efforts being undertaken by the research community to design more potent and more effective vaccines, possibly to provide protection after just one dose or to provide long-lasting immunity against a wide range of influenza virus strains

\(^{79}\) Global pandemic influenza action plan to increase vaccine supply. World Health Organisation, 2006.
The WHO is working with the wider research community to explore all the options set out in the action plan and to encourage the levels of financial investment that will be needed from all sources.

A high priority has been given by the WHO to investigating strategies that cut down on the use of antigen. Including an adjuvant (an ingredient which renders a vaccine more effective at lower doses) in the vaccine formulation could enhance the effectiveness of low doses of antigen, thereby finding a way to address limited antigen supplies and limited manufacturing capacity.

4.5 Antivirals

The two principal roles played by antivirals in the management of seasonal influenza – prophylaxis and treatment – were explained in Chapter 280. Research has demonstrated their effectiveness when used for both purposes81.

Of the two classes of antiviral drugs specifically used in treating influenza, the oldest and most affordable drugs have been the M2 inhibitors, amantadine and rimantadine. Apart from their advantageous price, these drugs have a long shelf life – at least two decades and possibly more82. Amantadine prophylaxis has also been tested in a pandemic situation, with 70–80% success, even in people with no previous exposure83. Their effectiveness as treatment depends on them being administered within 24 hours of a person becoming ill, following which they reduce fever and symptoms by between one and two days84.

The use of the M2 inhibitors, however, faces several problems. As noted in Chapter 2, drug resistance may develop quickly. Also, their safety in pregnant women is questionable. In elderly patients, the dose has to be reduced and, in certain patient groups, close clinical monitoring is needed. During a pandemic, when health services are challenged by a sudden and sharp surge in the number of patients, keeping a careful watch on individual patients may not be possible85.

---

80 See section 2.4.
81 World Health Organisation, 2005 (see footnote 3).
82 World Health Organisation, 2005 (see footnote 3).
85 World Health Organisation, 2005 (see footnote 3).
Drugs in the second, and newer, class have a better safety profile and are less prone to the development of drug resistance. These are the neuraminidase inhibitors – oseltamivir, commercially known as Tamiflu, and zanamivir, commercially known as Relenza. Their efficacy depends on administration within 48 hours after the onset of symptoms, and the sooner the better.

In the past, the main constraints surrounding the neuraminidase inhibitors have been price and supply. However, Roche – the manufacturer of Tamiflu – has established a special price for government orders and has implemented a further price reduction for low-income countries. Tamiflu has been sub-licensed to companies in India, China and an agreement has been signed with an African company.

The global manufacturing network for Tamiflu – eight Roche sites and 19 external manufacturers located in nine countries – can produce in excess of 400 million treatments per year. As supply now significantly exceeds Tamiflu orders, Roche is tailoring its production schedule to this current level of need, while maintaining a buffer stock and the capability to gear-up production quickly to full capacity in response to a surge in demand.

Antiviral drugs have important roles to play in protecting against and treating both seasonal and pandemic influenza. Under pandemic conditions, their importance is elevated during the first wave of infection when vaccines are not likely to be available. Once a pandemic has been declared, antiviral drugs will be the principal medical intervention for reducing morbidity and mortality until a vaccine is developed. In the absence of vaccines, though while not conferring immunity, antivirals will be the only medical intervention capable of providing both protection against disease and therapeutic benefit in people who are ill. In the event of an influenza pandemic, shortening the symptom period by a few days through the use of antivirals will also help to reduce the spread of the virus (unlike vaccines, neuraminidase inhibitors do not need to be tailored to the virus each year – they are theoretically effective against all strains of influenza).

Recent studies, based on mathematical modelling, indicate that these drugs could be used prophylactically near the start of a pandemic to reduce the risk that a fully transmissible virus will emerge. The success of this strategy depends on several assumptions about the early behaviour of a pandemic virus, which cannot be known in advance, and critically on how quickly clinical cases are diagnosed, and the speed with which antiviral drugs can be distributed. In support of this strategy, Roche has donated more than five million courses of Tamiflu to the WHO, which have been stockpiled in reserve for emergency use in the first areas to be affected by an emerging pandemic virus. Three million courses are a ‘fire blanket’, stored at Roche and to be shipped as per instructions from the WHO. The additional two million courses are for regional stockpiling. The WHO has assigned these to countries where a pandemic is considered more likely to start, and which are not yet so well prepared.

Even if this strategy is unsuccessful in preventing a pandemic virus from emerging, antivirals may at least delay its international spread, thereby buying time to build vaccine supplies. At today’s global capacity, each day gained could allow manufacturers to produce an extra five million doses of vaccine.

---

86 Surveillance operations monitor for emerging viral resistance to these newer class of antivirals.
87 World Health Organisation, 2005 (see footnote 3).
88 World Health Organisation, 2005 (see footnote 3).
90 World Health Organisation, 2005 (see footnote 3).
92 World Health Organisation, 2005 (see footnote 3).
Stockpiling drugs in advance is presently the only way for governments to ensure that sufficient supplies are available at the start of a pandemic. Roche has received and fulfilled orders for Tamiflu from more than 80 countries worldwide. The magnitude of these orders varies, with some countries stockpiling or intending to stockpile adequate quantities of Tamiflu to cover between 20% and 40% of their population. Orders from governments amount to about 215 million treatments in total. Governments have also developed plans to distribute antivirals, and criteria for use. In most cases, the intention is to use the drugs for treatment of cases with clinical symptoms, and those coming into contact with them – including healthcare workers. Prophylactic use on a large scale is not currently envisaged.

4.6 Antibiotics

Antibiotics do not protect against initial infection from an influenza virus, nor do they slow down the spread from person to person by reducing the amount of virus shed by those already infected. However, they have been successful in significantly reducing mortality from bacterial pneumonia, which is a major complication associated with influenza infection\textsuperscript{93}. The continuing importance of antibiotics to medicine means that considerable research has been undertaken into discovering and producing them. As a consequence, a growing arsenal of antibiotics is available to treat bacterial infections. These drugs will continue to have a significant impact on morbidity and mortality.

4.7 Conclusions

The world is now much better prepared to cope with an influenza pandemic than at any other time in history. International agencies, networks, systems and plans formed since the beginning of the last century keep the international community constantly alert to the threat of influenza pandemics and ready to respond. Advances in medical knowledge and treatment, combined with improvements in hygiene and nutrition, have effectively eliminated many historical causes of infectious disease epidemics. Antibiotics are important in reducing deaths due to bacterial pneumonia, the major complication associated with influenza infection. The newer class of antivirals can be used prophylactically near the start of a pandemic to reduce the risk that a fully transmissible virus will emerge – or at least delay its international spread – thereby gaining more time for the production of vaccines, the most important medical intervention for preventing influenza infections.

\textsuperscript{93} See Chapter 2, Figure 2.3.
Contact modification ("social distancing") is the main example of the non-pharmaceutical intervention assumptions contained within Swiss Re’s epidemiological model; a reduction in mixing between people can make a significant contribution to reducing the spread of a pandemic.
Swiss Re’s pandemic influenza model

5.1 Objectives and scope of the model

Mortality, along with any events, trends or developments that have an impact on mortality, is by definition of great interest to the life insurance industry. A new influenza pandemic is one of the most uncertain risks, and potentially the largest, that may affect mortality in the short to medium term. The purpose of Swiss Re’s pandemic influenza model is to improve our understanding of this risk – both in terms of the likelihood of a pandemic event, and the range of severities that may occur.

To date, a range of studies and models have been published which provide insight into various aspects of pandemic mortality risk. Existing models tend to focus on questions of public health, the deployment of resources and government policy. However, few of those currently available include outcomes, neither do they provide a level of detail, nor disaggregations of data, that would enable a systematic analysis of the current risk facing the insurance industry.

Some models use stochastic processes to assess the measures needed to avert or contain a pandemic – a very useful focus in public health and in developing public policy. Others consider the impact of interventions (ie, they analyse what would happen if specific steps were taken to reduce the impact of a pandemic, such as vaccination), but these tend to combine adult ages within the study into one group, thereby losing the age-specific characteristics that are highly significant in the most recent pandemics. Some models focus on certain characteristics of the 1918 influenza pandemic, and others involve splitting data sets by geography and demographics. All of these approaches offer useful insights and have their own strengths and weaknesses, and collectively they strengthen the ability of public and private institutions to plan for a new pandemic.

Stochastic processes

A stochastic process assumes that the probability of an event happening is governed by chance. For example, on Monday morning two people are healthy and uninfected. By Tuesday afternoon each has, say, a 1-in-2 chance of becoming infected. If we do not use a stochastic process, we would assume that one becomes infected and one does not (ie, infected = 2 x 0.5 = 1). In a stochastic process we work on the basis that each event is governed by chance. The outcome could be that nobody is infected, or that both people are infected (and the probability of either of these outcomes = 0.25). Or it could be that one of the two is infected (probability = 0.5). A stochastic model would randomly choose one outcome for each person and the final number infected would be an aggregation of these chance outcomes.

Swiss Re’s model has its own set of priorities and is designed to answer certain questions relevant to life insurance, but which are also of use in public health, government planning, and in generating a better understanding of this risk among the general public. The model has the following key benefits:

- in all its calculations it includes demographically-useful quinquennial age groups (ie, banded into groups spanning five years – 30 to 34, 35 to 39 etc)
- it takes account of a wide range of factors present in the three pandemics of the last century (for example, differences in mortality and susceptibility to infection by age)
- it includes many of the widely-recognised interventions that may slow or mitigate the effects of a pandemic, and
- it seeks to imitate the capacities of the public and institutions to respond to a pandemic, and to maintain these responses
The model does not cover every single aspect of possible pandemic influenza modelling. In particular, the model does not take into account exactly how the influenza virus would spread from place to place within the borders of a particular country, nor does it account for the fact that pandemics develop in an especially unpredictable manner in the first few days of spread. For those intending to apply the results of the Swiss Re model in practice, it is essential that the limitations of this particular mathematical modelling process are understood.

The model is designed to generate two main outcomes:

- The focus, first of all, is to create a large set of randomly generated, synthetic pandemics by using information about viruses that have caused past pandemics — in particular their ability to cause disease and death (pathogenicity), and their ability to spread. The outcomes of these hypothetical pandemics, modelled to simulate the effects of a range of modern interventions, provide an understanding of the range and likelihood of possible pandemic events based on historical precedents.
- Also of interest is the effect of a modern context and modern interventions on any plausible influenza pandemic. Differences between today’s environment and the environment in which historical pandemics occurred include demographic factors (age structure, travel patterns, population density), institutional considerations (media and information, government capacity, healthcare capacity), technological advances (medical tools such as antibiotics and antivirals, medical knowledge about the influenza virus, communications infrastructure) and psycho-social shifts (risk aversion, fatalism).

In short, the model can use a range of different assumptions to simulate a new viral strain which might emerge, and tell us what impact this would have on the global population. It can also tell us how a real pandemic that took place sometime in our history would look if it happened today.

### 5.2 Methodology

Swiss Re’s model has been constructed in such a way that any plausible influenza pandemic can, in most significant respects, be reproduced. This section describes how a simulated pandemic is produced, and applies to any chosen set of pandemic parameters.

#### 5.2.1 Individual event simulations

Many parameters are hard-coded into the model. Each simulation performed by the model then needs two additional variables to be provided, from which it can generate a number of other factors relevant to the eventual outcome. These two variables, which are generated randomly from historically-based distributions each time the model is run, are as follows (see box on next page for more details):

- the ability of the pandemic to cause death (its lethality), and
- its ability to spread (expressed as the reproduction value at time zero, $R_0$)

These two numbers are the ‘seed’ values, which the model uses to generate a variety of other variables.

The model calculates spread at discrete time intervals, each lasting 24 hours. It begins on Day 1 with a number of people infected in any chosen country, and in any chosen age group. The number infected by Day 2 is a mathematical function based on the underlying contagiousness of those already infected on Day 1 and the number of contacts they have with susceptible people. As the days go by, more people become infected, fewer remain susceptible, and an increasingly large proportion of contacts occur with people who have recovered (and who are therefore unsusceptible). Eventually, after a number of days, the pool of susceptible people is sufficiently depleted (and the pool of recovered people sufficiently large) that the number of new infections starts to decrease instead of increasing. At this point, the pandemic has peaked and the number of newly infected people drops rapidly.

---

94 See section 5.3 for further discussion on limitations.
Spread is assumed to happen between, and within, age groups according to an age-mixing matrix contained within the model. Spread also occurs between countries, as a result of infected people travelling across borders.

The natural course of the pandemic can be changed by deliberate actions which can reduce the daily number of contacts between people, reduce the number of people who are susceptible, or change the contagiousness of infected people. These deliberate interventions to impede the spread of the virus are examples of how the interplay between infected people and those who are susceptible can be adjusted in the simulations produced by the model.

Lethality, mortality and death-per-case

Lethality, as used here, refers to the number of deaths per infection (in simple terms, how many people does it kill as a proportion of those infected). Mortality refers to a rate of death in the whole population, including those infected and uninfected. Also, lethality should not be confused with death-per-case, which is the rate of death among people who are both infected and who become sick (i.e., they display clinical symptoms). Death-per-case is also sometimes referred to as the case fatality rate.

For example, take a population of 1,000 people. 600 of them become infected from a new virus. Of these 600 infected people, 300 of them (representing 30% of the total 1,000) become sick. Ultimately, three people die. The mortality, lethality and death-per-case are calculated as follows:

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mortality rate</td>
<td>3/1,000</td>
</tr>
<tr>
<td>Lethality</td>
<td>3/600</td>
</tr>
<tr>
<td>Death-per-case</td>
<td>3/300</td>
</tr>
</tbody>
</table>

$R_0$ – reproductive value at time zero

$R_0$ is the reproductive value of a virus at time zero (i.e., at the beginning of Day 1 referred to in the main text above). This represents the average number of people who would subsequently be infected by any newly infected person in an entirely susceptible population (i.e., at the start of a pandemic or epidemic). $R_0$ is therefore a basic measure of the ability of a virus to spread, and can differ slightly by country depending on the number of people in each age group (i.e., $R_0$ is higher if a greater proportion of people are in ages that have more daily contacts – see Figure 5.4 and associated commentary). $R_0$ and lethality rates used in calibrating the model are rates specific to the United States; other country-specific rates are based on these US rates, but adjusted to accommodate demographic differences.
Constants within the model
A number of constants are contained within the model itself and these are used in varying proportions for all pandemics modelled. Exactly how these pre-defined parameters are used depends on the lethality and on the spread ($R_0$) value applied to the particular simulation. For example, a baseline age profile is used to model the level of bacterial pneumonia deaths which are expected to result in each age group. Similarly, such baselines exist for deaths due to viral pneumonia or cytokine storms\(^95\), and for contagiousness (by day) since infection. The precise way in which the model uses these constants depends on the seed values.

The number of ‘countries’ in the model has been set at 37, with most of the 37 being individual countries but some being aggregations of countries to make up, in total, the population of the world. Age groups are quinquennial to age 79, with an upper group consisting of those aged 80 and above. As set out above, each simulation begins on Day 1 with a few infections, specified by country and by age group. The model is usually used to estimate how the pandemic in question would spread within the first 365 days, although this can be varied.

Parameters within the model
The model also contains a number of parameters which contribute towards producing the end results. The easiest way to understand these is to consider their purpose in the model structure. The parameters fall into basically three categories:

- **Inception variables and calibrations**
  Created using the $R_0$ value and the lethality particular to each simulation, these variables are established automatically at the start of the simulation but thereafter remain constant throughout (see Figure 5.1 for a diagrammatic summary). The inception variables define the epidemiological characteristics of the virus being simulated – such as the age profile of those predicted to die from the virus, or the degree of contagiousness at different ages (the $R_0$ value can differ slightly by country depending on the number of people in each age group – see box above).

- **Demographic characteristics**
  These are a set of parameters defined to represent populations in each of the territories, or aggregations of territories, being modelled (they include, for example, the age profile of the population, the size of the population, and rates of travel to and from other countries).

- **Intervention assumptions**
  These are used to define the capacity of each territory to respond using non-pharmaceutical or pharmaceutical interventions, and the effectiveness of each type of intervention in slowing the spread of the pandemic or reducing the mortality resulting from it (see Table 5.1).

<table>
<thead>
<tr>
<th>Non-pharmaceutical intervention assumptions</th>
<th>Pharmaceutical intervention assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effectiveness of social distancing (contact modification)</td>
<td>Size of national stockpiles of antiviral drugs and supply rates</td>
</tr>
<tr>
<td>Effect of reduced land and air border crossings in reducing spread</td>
<td>Effectiveness of antivirals in slowing spread and reducing various categories of mortality</td>
</tr>
<tr>
<td>Effectiveness of antibiotics in reducing bacterial pneumonia deaths</td>
<td></td>
</tr>
</tbody>
</table>

---

\(^95\) These baselines are different because these causes of death typically have differing impacts at various ages; see Chapter 2, section 2.3 for further details and an explanation of cytokine storms.
This figure summarises how data inputs, along with the constants contained within Swiss Re’s model, are used to produce the inception variables which contribute towards producing the end results. The labels in brackets describe how each item of data is sourced or generated.
a) Inception variables and calibrations

Age profile of lethality
The first variable to be defined in the model is the age profile of lethality (ie, in which age groups does the pandemic cause the greatest number of deaths).

The model assumes that pandemics with high rates of lethality result in especially high rates of death among young adults, as was the case in 1918. Particular causes of the 'hump' of deaths among young adults in 1918 are assumed to be the higher levels of primary viral pneumonia and cytokine storms. This assumption is based on an analysis performed by Swiss Re on data relating to the three 20th century pandemics, enabling a profile to be derived for bacterial pneumonia deaths (best described as a U shape – ie with mortality peaking at childhood and among the elderly) and deaths from viral pneumonia and cytokine storm effects (a hump at young adult ages only).

The model takes the single lethality input value and generates an age-specific mortality profile using these two causes of death (see Figure 5.2). Pandemics with the usual low lethality, such as in 1957 and 1968, are assumed to be entirely due to bacterial pneumonia (U-shaped). Mortality in pandemics with very high lethality, such as 1918, is a combination of the two causes (W-shaped). The impact of each of the two causes changes proportionally as lethality increases.

The same profile of mortality is used for every country, but the profile may be scaled up or down depending on the lethality specific to each country modelled. The reference value is lethality in the United States (see Table 5.2 – the United States was chosen as a reference because lethality data from this country was used to calibrate the model due to its reasonably good quality). Country-specific lethality is assumed to be equal to the ratio between US life expectancy and each other country’s life expectancy. On this basis, for example, the expected pandemic influenza lethality in 2006 for India is taken to be approximately 20% higher than for the United States, and for Canada some 3% lower. Although life expectancy in the United States is higher than it was in 1918, this is not reflected in the lethality chosen for that country – this means that the results produced by the model in respect of the US are likely to be modestly conservative.

### Table 5.2
US lethality assumed for previous recorded pandemics (no treatment given)

<table>
<thead>
<tr>
<th>Pandemic start year</th>
<th>US lethality (death per infection)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1889</td>
<td>0.375%</td>
</tr>
<tr>
<td>1918</td>
<td>1.1%</td>
</tr>
<tr>
<td>1957</td>
<td>0.2753%</td>
</tr>
<tr>
<td>1968</td>
<td>0.054%</td>
</tr>
</tbody>
</table>

With respect to 1918, a wide range of lethality values and clinical infection rates are given in the literature describing this pandemic. The 1.1% lethality assumed here is based on a clinical infection rate of 29.4% and an assumption that 55% of those infected are symptomatic, and is equivalent to a death-per-case of 2.04%.

### Rates of clinical infection

The second main variable contained within the model, derived at the start of each simulation, is the pattern of rates of clinical infection according both to age and to the number of days elapsed since infection (rate of clinical infection refers to the proportion who are sick).

In order to generate this variable, the model uses the two main, but distinct, types of illness that people can typically develop having become infected with the influenza virus – bacterial pneumonia and viral pneumonia/cytokine storm (these correspond to the causes of death used to model lethality). The model assumes that each of these two types of illness will have varying effects, depending on how much time has elapsed since the infection occurred (the duration profile). Each age group in the model experiences a proportion of deaths resulting from either of these two causes. A sickness rate (morbidity) for each age group is derived from a weighted average of the duration profiles of each cause. Viral pneumonia and cytokine storms are expected to manifest themselves a few days after infection, while bacterial pneumonias are expected to take longer to develop. This means that, in the model, morbidity peaks earlier in young adults in higher lethality pandemics (this age group being particularly susceptible to viral pneumonia and cytokine storms), but in all other cases it peaks only after approximately six days. The total mortality per age group is distributed by ‘duration since infection’ using the same patterns that apply to morbidity.

---

Incubation period
While it constitutes a variable, the incubation period of the virus is not explicitly modelled. Instead, it is implied by the age and duration-specific rates of clinical infection. In high lethality pandemics the incubation period implied in the model is typically an average of two days, while for low lethality pandemics the period is 2.3 days. The incubation periods used in the model are in line with those given by various sources.

Contagiousness
The next main variable in the model describes the degree of contagiousness (or infectivity) by age and by the number of days elapsed since infection. This variable ignores people’s behaviour (which is explicitly modelled – see below), and refers only to their ability to shed infectious viruses. The peak of contagiousness is assumed to occur on the second day after the day of infection (see Figure 5.3). Those who have recovered from being ill are generally accepted to be not contagious, and anybody who is infected but not showing symptoms is assumed to be far less contagious than someone with symptoms.

Figure 5.3
Duration-specific profile of individual infectivity (behaviour not considered)

This profile is always scaled to accommodate spread ($R_0$). The graph shows, for example, that around 64% of those infected by an average infected individual who survives to Day 8 would be infected on Day 2 (assuming that mixing behaviours are equal at each duration), about 26% of subsequent infectees would be infected on Day 3, around 5% on Day 4 etc.

Source: derived using information from Hayden FG and Fritz RS, 1998 (see footnote 97)

Behavioural factors
The model also specifically considers behavioural factors, which have an impact on transmission of the influenza virus by infected people mixing with non-infected people. Mixing by the sick is currently set by the model to be 50% of ‘normal mixing’ (i.e., people who are sick will have half as many contacts with others when compared with healthy people). Those who are healthy, despite being infected, are assumed to mix normally, while successfully treated people (using antibiotics or antivirals) mix at a rate of 80% of ‘normal’ mixing. In the absence of data to show the mixing habits of sick or recovered people, the assumptions were generated by consensus within Swiss Re’s project team after discussion as to what was reasonable.


99 Ferguson N, personal communication, 2007 (this communication forms part of the work undertaken by Professor Ferguson of Imperial College London in reviewing the assumptions, methodology and results of Swiss Re’s model; the documentation is not available in the public domain)
Susceptibility to infection according to age
Aside from the fact that a person’s age has a big influence on the frequency with which he or she comes into contact with others, other age-specific factors may also have an impact on people’s susceptibility to infection. There is evidence to show that people under the age of 20 were more susceptible to infection during the 1957 pandemic. During the 1968 pandemic, analysis of the numbers of people infected by age indicates that the least susceptible may have been those aged between 10 and 19. Mixing patterns and pre-existing immunity among the elderly appear to account for the numbers infected in the ageing population during the 1918 pandemic. Three age profiles have been generated in the model, reflecting the profiles of susceptibility assumed for the 1918, 1957 and 1968 pandemics. Each profile has an equal chance of being used in any one simulation.

b) Demographic characteristics

Population and age structure
The total population and age structure of the populations in each of the model’s 37 geographical territories is derived from published data100.

Human-to-human contacts according to age
The model deals with human-to-human contacts by examining two main sets of parameters:

- The first of these is the number of contacts that an average individual in any age group has in one day – young adults are assumed to have more than three times as many contacts with other people as the elderly.
- The second measure used to model human contact is the proportion of contacts in each age group that occur with every other age group. As illustrated by Figure 5.4, children and young adults mix mainly with those only a few years older or younger, while older people appear to mix with a wider range of age groups.

Figure 5.4
Number of daily contacts by age group and age profile of those contacts


Given that mixing differs by age group, a changing age structure in the population is likely to result in different viral spread capability. Changes in age structure are considered when deriving spread ($R_0$) values relevant to today. Different age structures in the various countries also result in different $R_0$ values being applied. An ageing population tends to result in a lower $R_0$ value, especially as mixing rates peak among young adults, but also because children are generally more contagious (i.e., there are fewer highly contagious children around in an older population).

**Demographically defined epidemiological factors: pre-existing immunity**

The model also contains some demographically defined epidemiological factors. These include *pre-existing immunity* to a pandemic virus. In the case of age-specific immunity there is evidence to suggest that a proportion of people older than 65 had some immunity to the 1918 pandemic virus\(^\text{101}\); this is likely to have been caused by exposure to a similar virus a number of decades previously. There also appears to have been a degree of pre-existing immunity among some people aged over 77 during the 1968 pandemic, thought to relate to exposure to a virus that circulated before 1893. Simulations performed by Swiss Re’s model that reproduce the 1918 pandemic take account of this. While it is possible that a pandemic happening now might be mitigated by pre-existing immunity (relating to the 1957 and 1968 pandemics), for current simulations this factor has not been included (at this stage Swiss Re believes it has an insufficient understanding of ‘virus recycling’ to include it in simulating randomly generated pandemics).

**Travel**

Travel between one and another of the 37 territories modelled consists of either air travel or surface travel (by land or sea). The Swiss Re model uses a table of daily movements between countries, by air and surface. The table of surface crossings takes into account a number of demographic, socio-economic, cultural and political factors that might affect the numbers travelling. The table describing air travel mainly considers distance and population as factors impacting the numbers travelling.

**c) Non-pharmaceutical intervention assumptions**

**Contact modification**

The first, and most widely used, of the non-pharmaceutical intervention assumptions in the model is *contact modification* (also known as “social distancing”). The model is able to reflect a reduction in mixing within each of the age groups in any of the countries modelled. Due to the fact that this intervention occurred in past pandemics, it is a component of all model runs including those imitating 1918, 1957 and 1968.

There are three levels of contact modification in the model, each of varying intensity and duration. They are triggered in each country when deaths reach a certain level – defined as a proportion of the crude death rate\(^\text{102}\). For example, a low level of deaths would trigger a low intensity of contact modification, while a high level of deaths would result in a more intense intervention. Because it takes time for news to spread and for people to react, contact modification is only activated a few days after the trigger is reached. The de-activation of each level uses a similar technique to that which switches it on: an “off” trigger occurs, followed by a delay and then de-activation of that episode of contact modification.

Each episode of contact modification is assumed to start at full intensity, and then to fade or weaken over time – however strong the intervention might be initially, we assume that it will not be sustained at full strength in the days that follow. This weakening begins immediately after activation, and may reduce the intervention to nothing, independently of whether or not an “off” trigger is reached.

---


\(^{102}\) Central Intelligence Agency. 2006 (see footnote 96). Crude death rate (CDR) is the most basic measure of mortality (i.e., deaths/population).
Deaths may increase again after one episode of contact modification. This resurgence in deaths may result in a second or subsequent episode of contact modification. These later episodes of contact modification occur at a reduced intensity (due to an *hysteresis* effect, best described here as a weakening or fatigue due to recent experience), while the triggers setting them off increase (due to a large extent to the fatigue, in that greater levels of mortality are required to precipitate a response). As such, each later episode is progressively weaker than the previous and occurs at a higher level of mortality than the prior episode. The methodology relating to contact modification is based on evidence regarding patterns of behaviour which manifested themselves during the spread of the 1918 pandemic influenza virus within various US cities\(^\text{103}\).

**Travel restrictions**

*Travel restrictions* can also be simulated in the model. The method involves reducing or increasing the rate of travel as required. This can be done for both surface travel and air travel, and may vary by age group and by pairs of source and destination country. The assumption for the baseline model is that no travel modification occurs, as this intervention has virtually no impact on the total number of deaths produced by each simulation.

**d) Pharmaceutical intervention assumptions**

**Antibiotics**

*Antibiotics* are assumed to reduce bacterial pneumonia mortality by 70%, but to have no effect on transmission of the influenza virus itself. Antibiotics are assumed to be used by a maximum of 80% of those who require them in the most developed countries. The poorest of the developing countries are assumed to have usage levels as low as 13.5%. These numbers are based on a ‘scoring system’ developed by Swiss Re using published health system data from various sources.

**Antivirals**

*Antivirals*, which are being stockpiled by many governments, are expected to slow the spread of influenza and substantially reduce overall illness and mortality. However, their effectiveness against a wide range of potential viruses is not fully understood. The model therefore assumes that antivirals would not work at all – whether used for treatment or prophylaxis – in 1 in 4 simulated pandemics.

Antiviral medications are assumed to be used in three ways:

- to treat sick people
- to target those with whom sick people come into contact, in order to reduce sickness and prevent infection (*targeted antiviral prophylaxis*), and
- given to the general population to reduce sickness and prevent infection (*general antiviral prophylaxis*)

Although the current model is set up to allow for targeted and general antiviral prophylaxis, this capability has not been used in the set of simulations that are written-up in section 5.4 of this chapter. Few countries currently have sufficient antiviral stocks to suppress a widely disseminated pandemic outbreak, whether using prophylaxis in either a targeted or general way. As currently constructed, the model assumes that current stocks are most efficiently used if application is restricted to treatment only. However, given the progress being made in terms of stockpiling, targeted prophylaxis is likely to become feasible in many countries by late 2007.

The first factor considered when simulating this intervention is the *availability of antivirals*. The stockpile in each territory varies, as does daily supply and usage. If stocks are depleted or non-existent in a given country, antiviral treatment is assumed not to occur until stocks are replenished.

\(^\text{103}\) Ferguson N. 2007 (see footnote 99).
Antiviral treatment is assumed to reduce infectiousness, as well as sickness and mortality. It will therefore slow the spread of the simulated pandemic and reduce death rates. Every person receiving antivirals is assumed to get them within 48 hours of becoming sick. However, because this requirement is likely to be challenging even for the best of healthcare systems, it is assumed to be achieved in only 65% of people who become ill in highly developed countries. In less developed countries, penetration is far lower (as low as 6%). Death rates from viral pneumonia and cytokine storms are assumed to decrease by 38% among those treated, and deaths from bacterial pneumonias are assumed to decrease by 67%. Morbidity is taken to be reduced by 61%, as is underlying contagiousness. Mixing rates for those who are successfully treated (ie, sick people becoming well) are taken to be 80% of normal mixing (as compared with 50% of normal mixing when still sick).

Although not yet used in any simulation so far produced by Swiss Re, the model can, if needed, account for a targeted antiviral prophylaxis intervention capability. Targeted prophylaxis involves identifying and tracing individuals with whom sick people have mixed; these people are then given antivirals.

Also, to date, Swiss Re has not included the use of general prophylaxis in any of the simulations performed by the model. Because general prophylaxis does not specifically target infected people, the vast majority of people receiving the antivirals derive little direct benefit from this intervention.

Vaccines

While the effect of vaccines is accounted for in the model, they are largely ineffective in reducing mortality in a pandemic’s first year due to current production technology and capacity. The process of developing a vaccine is triggered by a certain number of deaths worldwide. The model currently assumes a development time of 200 days, after which supplies reach countries at rates specified in the model. The rates of supply are currently weighted to assume that 80% of vaccine production is first supplied to the countries in which the vaccine is produced, with the other 20% being distributed in proportion to the size of economies (ie, more populous, wealthier countries receive more). Vaccines are assumed in the model to be 90% effective in protecting against infection.

Pre-pandemic vaccines are not a part of the current event set simulations, but the model has been set up in order to allow for this intervention, and the effect of pre-pandemic vaccines has been tested (results are included in section 5.4.2, which covers the sensitivity of the model). In this intervention it is assumed that a number of people are given a vaccine that is not specific to the virus that emerges, and that a proportion of recipients gain protection against infection (the model currently assumes 50%). The model can apply this intervention in one of two ways: a “self-interest” approach applies the vaccines to vaccine-producing countries first, whereas a “global interest” model applies the available vaccine to countries where the highest numbers of new infections are occurring.

Healthcare resources

Each of the pharmaceutical interventions is expected to use healthcare resources within each country’s healthcare system. A limit, based on the numbers of physicians and nurses working in each country, is placed on resources that can be used. Each healthcare activity relating to an infected person – such as antibiotic treatment, antiviral treatment or targeted antiviral prophylaxis – is assumed to use resources. When these run out, rationing is applied proportionately to all interventions.

104 Derived from data in Tamiflu factsheet, Hoffmann-La Roche Limited, 2005.
105 See section 5.2.2 for further discussion of event sets.
5.2.2 Event sets

By using individual, one-off simulations, it is possible to examine the patterns of infection, intervention and mortality for a specific set of lethality and spread ($R_0$) values. Because the precise nature of any future pandemic is unknown, understanding the risk is best achieved by creating a representative set of plausible events.

Modelling based on ‘event sets’ consists of a number of randomly generated ‘events’ or simulations of the level of excess mortality (in the interest of producing statistically significant results, the number of events can run to many thousands). Each of the events comprised within the set is defined by variables which are generated using distributions that reflect historical evidence. These variables are of the types discussed throughout the section above and include, for example, the ability of a virus to spread, the likelihood that an infected person will die, and the probability that antivirals will to some degree be effective in reducing the impact of a new virus. No explicit relationship is, however, assumed between any of these variables.

Each simulation carried out will produce an estimate of mortality in the global population over the first year following the introduction of a new pandemic influenza virus. The set of these outcomes, which the model produces by age group and country, is used to understand the likelihood that events of various severities will occur. Using output data, differentiated by age and country, it is possible to derive the expected excess mortality, either for national or global populations, or for populations reflecting risk exposures in the life assurance industry.

The event sets are based on $R_0$ and lethality distributions derived using data from the last four pandemics (as shown earlier in Table 5.2). The $R_0$ value for each has been sourced from a review of various items of literature and by performing a calibration of the Swiss Re model to ensure internal consistency. Given the changes in population age structure, each $R_0$ value has been revised to reflect 2006 spread conditions – ie, fewer young people (who mix more) and more elderly people (who mix less); for example, the $R_0$ value of 2.1 for the 1918 influenza becomes 2.005 for a similar pandemic simulated for 2006. A generalised Pareto distribution was found to be most suitable for modelling the $R_0$ values. The values assumed for the three 20th century influenza pandemics are shown in Table 5.3.

### Table 5.3
Baseline $R_0$ value assumed for previous recorded pandemics

<table>
<thead>
<tr>
<th>Pandemic start year</th>
<th>$R_0$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1918</td>
<td>2.10</td>
</tr>
<tr>
<td>1957</td>
<td>1.60</td>
</tr>
<tr>
<td>1968</td>
<td>1.89</td>
</tr>
</tbody>
</table>

1. It is important to stress that the model considers the first year, not the first wave. Subsequent waves can occur within the first year.
2. Excess mortality is defined as mortality over and above day-to-day expected levels.
4. This explains why three pandemics were used to model $R_0$, and four to model lethality.
The sourcing of lethality rates using literature review and calibration is similar to that used for the $R_0$ values. The 1918 pandemic was the most severe of any of the last 13 pandemics; the model therefore assumes that 1 in 13 pandemics will be as severe as 1918. In fitting a distribution to past pandemic lethalities, Swiss Re considered and tested various statistical distributions including Weibull, Gamma, generalised Pareto, normal and lognormal.

Among the considerations in choosing which of these five distributions is used in the model was whether to take account of the current outbreaks of H5N1 highly pathogenic avian influenza and associated severe and fatal human infections. In the end, Swiss Re chose the lognormal distribution for lethality; the reasons why are set out in the box below.

No ‘H5N1 allowance’ was made to the distribution for $R_0$ values because, as discussed in Chapter 1, it is not clear that the prevalence of avian influenza in birds is any higher now than it has been in the past.

### Allowance for H5N1 in the modelling

Chapter 1 discussed how the pandemic threat from H5N1 needs to be seen against the wider background of avian influenza in general.

For the 125 years for which information is available, there is no evidence that a human pandemic, nor even an epidemic, has been caused by any previous highly pathogenic virus reported in poultry. However, it could be argued that the continuing spread of H5N1 among poultry, and the associated increasing number of severe and fatal human infections, have increased the risk that the next pandemic virus will have high pathogenicity. It is certainly the case that the concern over H5N1 is warranted, if for no other reason than its current high death-per-case rate.

Given the uncertainties over the direction of the evolution of H5N1 viruses, and an incomplete understanding of the biological barriers to the development of a humanly transmissible virus, it is unclear how best to allow for the current H5N1 outbreaks in the modelling.

Swiss Re’s model allows for the potentially greater risk of a high lethality virus by fitting historical data to a distribution which allows for an especially large proportion of viruses to be highly lethal. The appropriate distribution in this case is the lognormal distribution.

Swiss Re also tested alternative explicit ‘H5N1 allowances’. These included, for example, varying the 1-in-13 weighting of the 1918 pandemic (from 1 in 20 to 1 in 3). Table 5.4 shows the excess mortality levels derived for certain return periods by fitting two distribution types and using a range of weightings for the lethality of the 1918 pandemic.

---


112 See Chapter 1, section 1.1

### 5.2.3 Calibrating the model to real data: the 1918 pandemic

In calibrating, adjusting and designing its pandemic influenza model, Swiss Re has found it useful to compare model outcomes against real data. In the current discussion and debate about the risks posed by pandemic influenza, one of the key historical events examined is the 1918 pandemic. Because of the scale of mortality experienced, this pandemic was reasonably well documented at the time, and has subsequently been extensively researched. Swiss Re’s calibration process, and its review of medical and other literature, has led to various assumptions being accepted for the 1918 pandemic. Examples of some of these assumptions, and the corresponding model outcomes used in calibrating the model, are shown in Table 5.5.

#### 5.2.3.1 Estimates of actual experience vs. model-generated outcomes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimates of actual experience</th>
<th>Model generated/used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>Estimated 1.5 to 4, most between 1.7 and 2.5</td>
<td>2.1</td>
</tr>
<tr>
<td>Lethality</td>
<td>Estimated between 0.99% and 5.56% depending on country*</td>
<td>Between 1.01% and 2.65% depending on country</td>
</tr>
</tbody>
</table>

#### Table 5.4

<table>
<thead>
<tr>
<th>Distribution type</th>
<th>1918 weighting</th>
<th>Mortality by return period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1-in-100</td>
</tr>
<tr>
<td>Lognormal</td>
<td>1/20</td>
<td>0.6‰</td>
</tr>
<tr>
<td></td>
<td>(base) 1/13</td>
<td>0.8‰</td>
</tr>
<tr>
<td>Weibull</td>
<td>1/13</td>
<td>0.7‰</td>
</tr>
<tr>
<td></td>
<td>1/6</td>
<td>0.9‰</td>
</tr>
<tr>
<td></td>
<td>1/3</td>
<td>1.3‰</td>
</tr>
</tbody>
</table>

Other possible approaches to explicitly allow for an additional risk could include adding a specified high lethality risk to the historical lethality data, or giving a certain weighting, say 5%, to a lethality of 5% (ie, 1/10 of the current H5N1 death-per-case).

The use of the lognormal distribution, which has the ‘fattest’ tail of all the potential distribution types considered, goes some way to allowing for an enhanced risk of a high lethality pandemic. Alternative approaches, such as using a Weibull distribution with a specific extra allowance, produce results within a reasonable range of the chosen base.

---

**Table 5.5**

Model outcomes compared with estimates of actual mortality during the first year of the 1918 pandemic (rounded to nearest 1,000)

<table>
<thead>
<tr>
<th>Number of deaths (1918–1919 season only)</th>
<th>Estimates of actual experience</th>
<th>Model generated/used</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>529,000</td>
<td>531,000</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>179,000</td>
<td>186,000</td>
</tr>
<tr>
<td>Canada</td>
<td>39,000</td>
<td>40,000</td>
</tr>
<tr>
<td>Switzerland</td>
<td>19,000</td>
<td>19,000</td>
</tr>
<tr>
<td>Germany</td>
<td>313,000</td>
<td>325,000</td>
</tr>
<tr>
<td>India</td>
<td>5,486,000</td>
<td>5,511,000</td>
</tr>
<tr>
<td>Africa</td>
<td>156,700</td>
<td>156,800</td>
</tr>
</tbody>
</table>

The estimates of between 0.99% and 5.56% (see * in table) are derived from a variety of medical and other literature sources: Chowell G, Ammon CE et al, 2005; Mills CE, Robbins JM et al, 2004; Bansal S, Pourbohlouli B et al, 2006; World Health Organisation (WHO) Writing Group, 2006. Ferguson N, Cummings DAT et al, 2005 Ferguson N, Cummings DAT et al, 2006. See footnote 109 for full references to these sources.

The calibration of the model to the 1918 pandemic includes only one intervention: contact modification. Records show that contact modification was practiced in certain countries to reduce infection risk, even though the spread of viruses was not understood at that time.
5.3 Limitations

Swiss Re’s pandemic influenza model is a deterministic model. This makes it unsuitable for modelling the highly uncertain stochastic processes which occur at the start of a pandemic, and when it first enters a new country. Swiss Re’s model cannot be used to determine if a pandemic can be contained – all simulations are based on the assumption that containment is unsuccessful\footnote{For further information on containment see Ferguson N, Cummings DAT et al, 2005 and Ferguson N, Cummings DAT et al, 2006 (see footnotes 91 and 109 for full references).}.

Neither does the model account for any geographical dispersion within each of the 37 territories. In reality, the spread of the influenza virus in a geographically dispersed population, from city to city and into smaller towns and countryside, will occur at a slower pace and in a less regular fashion than is modelled by treating a national population as a single entity. The peak daily number of deaths will likely be smaller, and the final attack rate may be slightly lower than that produced by the Swiss Re model. This limitation is not, however, expected to result in materially different mortality outcomes.

The fact that pandemics are relatively rare events means that the model’s calibration is based on only the four most recent pandemics. It also means that a great deal may have changed between pandemics, especially regarding technology and demography, making them difficult to compare and understand in a modern context. An attempt has been made to try to isolate these effects in calibrating and parameterising but, without doubt, there will be differences that have not been identified. The risk this implies in understanding the range of future pandemics is covered in section 5.4.2, which covers the sensitivity of the model.

In modelling a new pandemic virus in the way that Swiss Re has done, it is important to note that a large number of uncertain variables are required. These uncertainties have mostly been dealt with by extensive sensitivity testing. This involves changes to the model to examine the impact of plausible deviations from the best estimate values assumed. The outcomes of these sensitivity tests are presented as part of the results in the section that follows.

5.4 Results

5.4.1 Event set outcomes

Each simulation that forms part of a given event set generates a particular level of excess mortality. If these are sorted from lowest to highest, it is possible to examine the likelihood that the mortality in any given one-year period will exceed various levels. On the assumption that pandemics occur on average every 30 years, the lowest level of pandemic excess mortality has a likelihood of 1 in 30, ie 3.33%.

Figure 5.5 shows the annual probability than an influenza pandemic, in a number of key developed countries, will cause excess mortality greater than the number shown on the X-axis. The figures shown are age-weighted to represent an insurance portfolio. With the exception of Canada, a 1-in-200-year event (0.5% annual probability) is estimated to give rise to excess mortality of between 1 and 1.5 per thousand (‰), given current intervention capabilities. The figure for a 1-in-100-year event (1% annual probability) is between 0.4‰ and 0.7‰, and for a 1-in-500-year event (0.2%) is between 1.6‰ and 3.1‰.
Among the countries which appear to be least impacted is Canada, with estimated 1-in-200-year excess mortality at around 0.7‰ in an insurance-age population. Australia and New Zealand are in a similar position (but, in the interests of making the graph legible are not shown). These countries all have high life expectancies and relatively few elderly people compared with other developed countries, resulting in lower underlying lethality levels in most pandemics. In addition they have robust healthcare systems, high current stocks of antivirals and the capacity to implement successful non-pharmaceutical interventions. The United States, where antiviral stocks are currently insufficient, is roughly in the middle of the group of developed nations (estimated excess mortality of 1.0‰). At the other end of the scale, Italy, Spain, Germany and Japan (not shown, again for legibility) appear to have the highest expected levels of mortality, especially in low lethality pandemics. This is largely as a result of their older populations and, to a lesser extent, their relatively smaller stocks of antivirals, but not necessarily a consequence of weaker healthcare systems.

Figure 5.6 shows insured-age excess mortality levels for a group of developing countries, or aggregations of developing countries (as with Figure 5.5, to ensure legibility not all examples are shown). Countries expected to experience higher levels of mortality include India, Pakistan and Indonesia, due to high population density, along with a weak capacity to reduce contact rates – leading to rapid spread of influenza viruses. The healthcare systems of these countries are also weaker than in developed countries, and the availability of antivirals is almost zero. The developing countries (or aggregations of countries) with the lowest expected levels of excess mortality are the Caribbean and Central America, and South America. These aggregations are a mix of middle-income countries and low-income countries, some of which have higher life expectancy, better healthcare systems and a better capacity to enact contact modification.
Different age groups are expected to experience very different rates of excess mortality, depending on the lethality of the virus. As can be seen in Figure 5.7, which uses the Unit-
ed States as an example, the excess mortality in the various age groups shows very dif-
ferent patterns when sorted from the least to the most severe pandemic. The oldest and
youngest age groups experience higher mortality, due to secondary causes, in the milder
pandemics. This reflects the typical U-shaped age-specific lethality profiles assumed for
low lethality pandemics. Most pandemics which have higher overall levels of lethality are
assumed to impact disproportionately on young adults.

When examining the pandemics with a less than 1-in-400-year likelihood (ie, less than 0.25%), the
line representing 25–29 year olds is to the right of all other lines; this indicates that young adults
experience the highest mortality in the severest pandemics.
5.4.2 Sensitivity of results to variations made to the model

Given the uncertainty surrounding future pandemics, it is necessary to investigate the effects of these uncertainties. As a reinsurer, Swiss Re is most interested in the expected shortfall – the average annual loss likely to occur with a frequency of less than once every hundred years. Figure 5.8 shows how the expected shortfall for the population relevant to Swiss Re (i.e., weighted by exposure to countries and age groups) changes when certain parameters in the model are adjusted (i.e., the model’s sensitivity).

Each of the sensitivity tests shown in Figure 5.8 is defined as listed in Table 5.6.

Table 5.6
Model sensitivity tests

<table>
<thead>
<tr>
<th>Sensitivity test</th>
<th>Comment</th>
<th>Sensitivity to the parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$ and lethality: fit of historical data: parameter error</td>
<td>Refers to the fact that the sample of pandemics is small. As a result, the distributions representing spread ($R_0$) and lethality are very uncertain. The ‘low’ result reflects simultaneous use of lower 60% confidence interval values for both $R_0$ and lethality, while the ‘high’ result reflects the same using upper 60% confidence interval values.</td>
<td>Due to the very small sample, sensitivity is high</td>
</tr>
<tr>
<td>Pre-pandemic partially effective vaccine</td>
<td>Refers to the effect that a partially effective pre-pandemic vaccine may have on excess mortality. The normal assumption in the model is that no pre-pandemic vaccine is used. Use of pre-pandemic vaccines assumes 1 billion doses at the start of the pandemic, and effective protection for 50% of those receiving vaccines.</td>
<td>The model is moderately to highly sensitive to this</td>
</tr>
<tr>
<td>Contact modification</td>
<td>Refers to the extent to which mixing is assumed to be curtailed in a pandemic. The baseline assumes a maximum reduction in mixing of 85% – this rate lasting only a day before it begins to slowly fade. The lower value tested here is a maximum reduction of 40%, and the higher value a reduction in mixing of 80%.</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Proportion of deaths due to ‘bacterial pneumonia’ or ‘viral pneumonia and cytokine storm’ causes</td>
<td>Refers to the estimated proportion of deaths assumed to be due to each cause. The sensitivity test changes the formula used in generating these proportions.</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Lower underlying mortality – health improvements in the United States</td>
<td>Refers to the fact that US life expectancy has increased, which likely indicates better underlying health status. This would be expected to reduce lethality. The reduction in lethality is 29% when this factor is considered.</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Probability of pandemic occurring</td>
<td>Refers to the annual likelihood of an influenza pandemic in any one year. This is assumed to be 1 in 30 – the sensitivity tests examine the effect of assuming 1 in 40 and 1 in 24.</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Population density effects</td>
<td>Refers to the idea that higher density and urbanisation may enhance spread in modern times, while better housing and living conditions in many countries may reduce influenza spread. Contact rates are increased by 10% and decreased by 10% to test this variable.</td>
<td>The model is moderately sensitive to this</td>
</tr>
</tbody>
</table>

115 The expected shortfall measure is also known as “99% tail VaR” (see box within section 6.2 of Chapter 6).
<table>
<thead>
<tr>
<th>Sensitivity test</th>
<th>Comment</th>
<th>Sensitivity to the parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibiotic effectiveness</td>
<td>Refers to uncertainty regarding the effect antibiotics will have in reducing bacterial pneumonia mortality. The best-estimate model assumes that antibiotics reduce bacterial pneumonia deaths by an average of 70%. The sensitivity tests examine the effect of changing this to 60% or 80%</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Post-pandemic mortality trends</td>
<td>Refers to mortality in years subsequent to the year of outbreak. Lower mortality can be expected if individuals who may have had underlying illnesses experience accelerated mortality in the pandemic year (ie, they would have died anyway in the years that followed). Higher mortality may be expected due to the virus causing higher pneumonia deaths in subsequent years. Post-pandemic mortality is an aggregation of these two effects. In the ‘low’ scenario pandemic, mortality across multiple years is assumed to be 90% of the mortality in the first year, while the ‘high’ scenario assumes this to be 110%</td>
<td>Historical evidence indicates this effect is likely to be small to moderate</td>
</tr>
<tr>
<td>Statistical error using 50,000 pandemics (bootstrap, standard error)</td>
<td>Refers to underlying variability that may occur in an event set of this size</td>
<td>Not truly a sensitivity, but the underlying variability is shown to be small at the number of events used</td>
</tr>
<tr>
<td>Age profile of deaths due to ‘bacterial pneumonia’ or ‘viral pneumonia and cytokine storm’ causes</td>
<td>Refers to the fact that most bacterial pneumonia deaths are assumed to be among the elderly and the very young, while most viral pneumonia deaths are assumed to be among young adults. The sensitivity tests what would happen if this assumption was incorrect (ie, if the two causes were spread in equal proportion across the ages)</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Probability of antiviral treatment being effective</td>
<td>Refers to the likelihood that antiviral treatments are effective at reducing mortality and spread, set at 75% for the best-estimate event set. The sensitivity demonstrates what would happen were this changed to 60% or 90%</td>
<td>The model is moderately sensitive to this</td>
</tr>
<tr>
<td>Travel rates</td>
<td>Refers to the amount of travel occurring during the period when the pandemic is occurring. The travel rates on which the ‘low’ scenario is based are 1% of normal travel rates, while the ‘high’ scenario tests what would happen if travel rates were double the rate used</td>
<td>The model’s sensitivity to this is low</td>
</tr>
<tr>
<td>$R_0$ and lethality fit of historical data: distributional shape</td>
<td>Refers to the mathematical distribution used in fitting historical data and deriving random event sets. Shown here is the widest range produced by testing various distribution types</td>
<td>The model’s sensitivity to this is very low</td>
</tr>
<tr>
<td>Location where pandemic starts</td>
<td>Refers to the country in which the pandemic is assumed to start. Two scenarios were run: one with the pandemic starting in Russia (ie, close to Europe), the other with the pandemic starting in South America (ie, proximity to the United States)</td>
<td>The model’s sensitivity to this is low</td>
</tr>
</tbody>
</table>
Modern pandemic with characteristics of the 1918 influenza
A simulation intended to represent a modern pandemic caused by a virus identical to that of 1918 takes modern interventions into account. These include enhanced contact modification (due to better understanding of the virus, better information flow and greater risk aversion in populations with less tolerance of death), antibiotics, antiviral treatment, and vaccines.

Various demographic factors and epidemiological aspects have also been revised compared with 1918. These include the size of populations, the age structures of the various countries, and total mixing rates relative to those of the United States (considering current population density and urbanisation as factors). In addition, the underlying lethality levels used for each country relative to the United States have been changed (for example, life expectancy in India is much closer to US levels today than in 1918). The spread ($R_0$) value used for the modern simulation of a 1918 pandemic has also to be adapted to reflect the changed age structure of the population.
Simulations of the 1918 pandemic produce numbers of deaths, based on either 1918 or on modern circumstances. It is possible to ‘switch on’ certain changes, one at a time, to examine the effect they have on mortality. The results shown in Figure 5.9 indicate the effects of the various adjustments used to simulate the 1918 pandemic in modern times.

Figure 5.9
Relative change in total deaths per country, 1918 compared with 2006

The graph shows the cumulative effect on mortality rates of selected changes since 1918. Because, under this simulation, mortality is considerably higher in developing countries than in the developed world, the scale at the top of the graph differs from the scale at the bottom. The “base” equates to the best simulation of 1918 that could be achieved with the Swiss Re model using conditions and interventions relevant to that time. The effect of enhancements in contact modification between 1918 and today is not present in the numbers shown here.

These results indicate a substantially lower overall rate of mortality in a current population than was the case in the real 1918 pandemic. This is a consequence of two key factors: reduced proportions of people infected and lower lethality. The effect of the changes in population age structures in various countries that have taken place since 1918 is to reduce mortality by 10–15%. Underlying health status in many developing countries has improved substantially since 1918: life expectancy in India, for example, has almost tripled. This improvement in health status is assumed, in the model, to affect country-specific lethality, and has a large effect on mortality in developing countries. Antibiotics reduce mortality most substantially in developed countries, while antivirals have an impact almost exclusively in these countries. Pandemic-specific vaccines (as opposed to pre-pandemic vaccines), considering current technology, are developed too late to make any tangible difference in the first year (but would be significant if the model were adapted to illustrate mortality in waves occurring after the first year). The relative decrease in expected mortality, between 65% and 70% depending on country, is similar for developed and developing countries, but is due to very different factors, depending on the country concerned.
5.5 Conclusions

Swiss Re has developed a sophisticated model to simulate the effect of a pandemic on the global population, which takes into account the knowledge available today. This model suggests that an event with a likelihood of 1 in 200 years will cause excess mortality of between 1 and about 1.5 per thousand in insurance-age populations in developed countries, while in developing countries an event with this likelihood is expected to result in excess mortality between 1.5 and 4 per thousand in an insurance-age population.

Preparations by governments continue and technology is currently advancing. If these trends remain in place, the risk will gradually decline yet further over time. Developments that are most likely to reduce risk in the next few years are increased stocks of antivirals, more rapid development of new vaccines, faster production of vaccines after development and improved influenza diagnostics. Risk reduction can, however, only be sustained if vigilance by public and private institutions and multilateral agencies is maintained.

The reduction in the excess mortality risk due to influenza is a consequence of a number of factors including demographic changes, technological advances and socio-cultural developments. In addition, the awareness of pandemic influenza risk has allowed governments to prepare for any outbreak of a new influenza strain. In today’s world, an event with as severe a mortality outcome as that of the 1918 pandemic could only occur if a virus with substantially higher lethality and a better ability to spread were to emerge. Using the United States as a benchmark, the annual likelihood of an event resulting in a general population mortality rate equivalent to 1918 is about 1 in 3000 – a very rare event.

Authorship of the model

At Swiss Re, the primary author of the epidemiological model discussed in this chapter is Stephen Kramer, working closely under the project leadership of Peter Middelkamp. A range of further colleagues at Swiss Re also provided input.

Swiss Re would like to thank Professor Neil Ferguson of Imperial College London for his external review of the model. Professor Ferguson’s independent commentary about his work for Swiss Re is shown opposite.
Independent expert’s review of the model
By Professor Neil Ferguson
Director of the MRC Centre for Outbreak Analysis and Modelling, Imperial College London

Swiss Re consulted with me at multiple points during the development of its pandemics model. Initially, the focus of my advice was on the parameters used in constructing the epidemiological model, the principles underlying various aspects of the modelling, and alternative ways of approaching a number of technical challenges.

Having created a complete model, Swiss Re provided me with documentation on its overall design and parameterisation, on the basis of which I carried out a detailed review. During this review I assessed the model’s assumptions, calibration, internal consistency and mathematical correctness. The review focused on how population mixing was incorporated in the model, the methods used to obtain a series of variables specific to pandemics of differing severities, as well as the mechanisms used to model various forms of intervention.

Following the review and consequent changes made to the model, I concluded that the modelling undertaken was generally solid, in so far as the limited data allows. I cautioned, however, that any modelling of pandemic risk contained large inherent uncertainties and that the results would be dependent on a wide range of assumptions.

Acknowledging this, Swiss Re conducted extensive sensitivity testing on a number of the variables and certain assumptions, the purpose of which was to determine possible ranges of outcomes across an array of plausible deviations. These have been presented in this chapter. In order to provide transparency and credibility, I also highlighted the need for the assumptions and limitations of the model to be presented. In line with this view, this chapter has also provided key details in these areas.

Swiss Re’s model primarily estimates the risk from a future human influenza pandemic by extrapolating from past human influenza pandemics. In my observations to Swiss Re, I highlighted the difficulty of estimating how the global spread of the highly pathogenic H5N1 avian influenza might affect such pandemic risk estimates. As detailed in this chapter, Swiss Re has considered a number of ways of adjusting for an H5N1 risk-enhancing factor, most notably by increasing the probability that a new pandemic might be very severe in terms of the mortality generated. The challenges of accounting for H5N1 in any quantitative risk analysis are also discussed in this chapter. Given the fundamental lack of data enabling any rigorous estimate of the risk of H5N1 causing a highly lethal human pandemic virus to be made, the exploratory analysis by Swiss Re on this issue is at least informative as to how the overall pandemic risk distribution is sensitive to rare severe pandemics.

Having undergone both extensive internal review within Swiss Re, and having been critically reviewed by me, I believe that the modelling has been sufficiently challenged, examined and revised to have identified any substantial structural flaws which might substantially affect the results. While recognising the inherent substantial uncertainties arising from pandemics being rare and imperfectly recorded events, I think that Swiss Re’s work – as documented in this chapter – is sufficiently robust to represent a significant contribution to our understanding of the risk posed by influenza pandemics.

Professor Neil Ferguson
June 2007
In determining how much capital to hold to withstand a pandemic mortality shock, different stakeholders have different perspectives. Shareholders in insurance stocks, for example, want the insurance company to hold only the necessary amount of capital for it to achieve its economic objectives, and thereby obtain the best return on investment.
Despite the enormous medical advances made in the last century, and the growing levels of preparedness by governments and international bodies, life insurers still face the risk that an influenza pandemic could cause a one-time mortality shock. However, because influenza pandemics are rare events, occurring with irregular frequency, there is a shortage of recent events from which to estimate future loss values, and therefore the appropriate amount of capital to hold.

The more transparency that can be achieved in this area, the better for all parties concerned. However, in determining how much capital to hold to withstand a mortality shock, different stakeholders have different perspectives:

- The end consumers of life insurance policies, and their dependents, want the reassurance that their insurance company will hold enough capital to be able to pay a claim. Policyholders also want their premiums to be affordable.
- Insurers’ shareholders, however, have a different perspective: they want the insurance company to hold only the necessary amount of capital for it to achieve its economic objectives, and thereby obtain the best return on investment.
- Other parties (such as lenders to insurance companies, product distributors and other suppliers of goods and services) also have an interest in either or both the financial strength of the insurer, and the price at which the insurer is able to sell its insurance policies.

Regulators, rating agencies and management all have a part to play in balancing these competing interests.

6.1 Severity

In determining the severity of a pandemic for which capital must be held, again different stakeholders have different perspectives.

Governments

One stakeholder outside the explicit scope of this chapter— but important to consider in this context—is governments. Governments are duty-bound to prevent or minimise human morbidity and mortality caused by an influenza pandemic, along with ensuring that the social disruption and the economic consequences are managed and mitigated. The World Health Organisation provides a checklist for governments to use in drawing up their national preparedness plans.\(^{116}\)

The prevailing view that governments need to plan for a ‘worst case’ scenario is illustrated in the following example from the US Department of Health and Human Services (HHS). Its November 2005 pandemic influenza plan says:

“Uncertainty about the magnitude of the next pandemic requires plans to be made to cater for a severe pandemic such as 1918.”

This view has been echoed by others, for example:

“... the government must prepare for the worst – it would be unconscionable not to ... And that makes for confusion as the public hears a drumbeat of dire warnings ...”\(^{117}\)

In considering the impact of mortality shocks, it is important to remember that expectations and planning needs on the part of public authorities are not the same as they are for the private life insurance industry.


\(^{117}\) Dr Anthony Fauci, Director, National Institute of Allergy and Infectious Diseases, Associated Press, 11 April 2006.
Regulators
Regulators want to ensure that insurers under their supervision remain solvent, and that the financial system retains the confidence of the public. In considering the financial impact on insurers of mortality shocks, such as influenza pandemics, regulators must take a different perspective from that of governments. In setting solvency capital standards, they must balance the risk of an insurer’s insolvency against the economic cost of capital required to protect against that risk. According to the UK Financial Services Authority:

“Given the risks inherent in the financial markets, a zero-failure regime is neither achievable in practice nor desirable in theory.”

Rating agencies
Rating agencies assess the likelihood of an insurer being able to make timely payments on its financial obligations. Their ratings are relied upon by insurance-buying consumers and their advisers along with lenders and investors.

Based upon their analysis of an insurer’s capital adequacy, they issue ratings which represent their assessment that an insurer’s capital will be sufficient to meet future losses.

Management
An insurance company’s management acts on behalf of the firm’s owners – in most cases its shareholders – and consequently has an interest in maintaining an economically efficient level of capital. In the absence of regulatory and other external constraints, the amount of capital that insurers would devote to supporting their financial activities would follow from considering the trade-off between risk and return.

Companies can achieve an efficient level of capital by writing a well-diversified business mix. If an insurer provides protection against a large range of unrelated catastrophes, the amount of capital required is far lower than the simple sum of the capital required for each individual event. For example, only once in 40,000 years would a 1-in-200-year influenza pandemic coincide with, say, a 1-in-200-year Californian earthquake.

From a pragmatic point of view insurers will, of course, need to hold a capital margin over and above that required by regulators and rating agencies – to avoid temporarily breaching these levels in the course of normal business activities. However, based upon the trade-off between risk and reward mentioned above, insurers will need to hold a lower amount of capital than that required to withstand the worst possible, and least likely, mortality shock.

6.2 Regulatory capital

“From a regulatory perspective, the purpose of capital is to ensure that, despite adverse conditions, policy claims and obligations will be met as they fall due ...”

Typically to date, regulatory capital requirements have involved the application of fixed, "risk-based" factors to various items of a company’s reported balance sheet and/or other financial statements. The fixed factors are generally determined based on a "ruin theory" approach, but are set to reflect a conservative view of an industry-wide exposure to risk and do not necessarily reflect a company’s true (economic) capital requirements. Some systems use a combination of fixed factors and an internal model approach, and account at least partially for the expected diversification effects. Regulators have also used stress and scenario tests to supplement the factor-based approach.

---

120 Ruin theory is a concept describing an insurer’s vulnerability to insolvency.
In conjunction with the greater interest being shown in "principles-based regulation" (see box), there is now an increased focus by regulators on the use of company-specific internal models to assess companies’ unique risks and capital requirements. This is necessary due to the increasing amount of sophistication in financial products and capital management.

Principles-based regulation
Principles-based regulation means, where possible, moving away from an approach where regulators use detailed prescriptive rules and supervisory actions to dictate how firms should operate their business, and towards giving firms the responsibility to decide how best to align their business objectives and processes with the outcomes specified by the regulator.

It is believed that, by supplementing a risk-based and evidence-based approach with principles-based regulation, there will be significant benefits – both in terms of more efficient markets and from firms being better attuned to consumers’ needs.

A principles-based approach enables the economic and business interests of firms’ senior management, and their boards and shareholders, to be aligned more effectively with regulatory goals. Regulation ceases to be seen as a costly, unwelcome distraction and becomes an integrated part of business decision making.

However, even under a principles-based approach, detailed rules will continue to remain part of the regulatory toolkit. There will be a range of scenarios in which detailed rules will be the most appropriate way for regulators to secure the regulatory outcome required. For example, rules may be suitable where the effects of a firm’s behaviour are not readily observable, or are observable only over a very long period.

Regulators in various markets take different approaches to framing capital requirements – including appropriate allowance for mortality shocks. The following sections describe three key examples. In addition to meeting specific, or implicit, mortality shock assumptions in capital rules, an insurer is also sometimes asked to demonstrate to its regulator its ability to withstand certain adverse events, or to determine how adverse an event its capital would be sufficient to withstand.

EU Solvency II
Solvency II is the proposed new European directive for insurers, covering their capital requirements and related supervision. Solvency II will introduce a modern, risk-based approach using market-consistent methods for the valuation of insurers’ assets and liabilities. Solvency II will also see a much greater role for a firm’s own risk and capital assessments, including its internal capital model (see box on the following page), in providing a significant input to the supervisor’s assessment of the firm.

Under Solvency II, the Solvency Capital Requirement (SCR) is the normal, target level of capital that an insurer will be expected to hold. It will be calibrated to enable the insurer to withstand a single 1-in-200-year negative event and still meet all its liabilities to policyholders.

122 UK Financial Services Authority, 2007 (see footnote 118).
As part of the consultation process in the development of Solvency II, the Committee of European Insurance and Occupations Pension Scheme Supervisors (CEIOPS) has issued its third Quantitative Impact Study (QIS3) in relation to the proposed directive. QIS3 proposes that:

“... we assume a capital component equal to 1.5 per mille of capital at risk for mortality catastrophe risk.”

The results of this consultation exercise will provide a significant input into the final calibration of the Solvency II requirements.

Internal capital models

Many insurers have a model – typically a sophisticated computer-based system – which uses a framework of financial and economic assumptions to forecast the future pattern of cash flows. These models normally provide a projection of the changes to the value of assets and liabilities at different future dates using a series of assumptions set by the firm. Typically, the model allows a range of different scenarios (including disaster scenarios) to be applied in order to assess the effect of these scenarios on the value of assets and liabilities. One of the aims of an internal capital model is to determine the appropriate level of capital the firm needs to hold to run its business. The development and use of an internal capital model is usually aligned with the more general risk modelling work undertaken by a firm to document, describe and understand the risks in its business, the factors that affect these risks and the tools the firm can use to mitigate them123.

Swiss Solvency Test

The Swiss Federal Office of Private Insurance (FOPI) started development of the Swiss Solvency Test (SST) in 2003. Under the SST, insurers must hold sufficient capital at the beginning of the year in order to be able to cover the liabilities at the end of the year with 99% probability.

In addition to finding a stochastic distribution for the underwriting result124, the SST also incorporates the concept of evaluating additional extreme scenarios, including a pandemic scenario. These extreme scenario losses are aggregated with the distribution for the underwriting result, giving a distribution function to which the 99% Tail VaR (see box on the following page) can be applied.

FOPI gives guidance on which risk factors should be considered for the pandemic scenario. This guidance also encompasses quantitative benchmark figures which FOPI expects companies to use – these are based on external studies and cover mortality and morbidity effects and the impact of a pandemic on financial markets. However, if a company has a better model and more sophisticated assumptions, these may be acceptable to FOPI, provided they are documented appropriately and argued-for convincingly.

124 See Chapter 5, section 5.1 for an explanation of stochastic processes.
UK Individual Capital Assessment

The UK Financial Services Authority requires firms to complete an Individual Capital Assessment under which the firm must undertake an assessment of the adequacy of its capital resources against a 99.5% confidence interval, over a one-year timeframe, that assets will be at least equal to liabilities. This is equivalent to “withstanding a single 1-in-200-year negative event” as proposed in Solvency II.

Value at Risk

The Value at Risk (VaR) is a widely used measure for summarising risk distribution and defining the base capital requirement. The 99% Value at Risk (VaR), for example, is the level of loss likely to be exceeded in only one out of 100 years. Similarly, the 99.5% VaR is the level of loss likely to be exceeded in only one out of 200 years.

99% Tail VaR

Also known as the “expected shortfall”, the 99% Tail VaR measures the average annual loss likely to occur with a frequency of less than once every 100 years.

Both the 99.5% VaR and the 99% Tail VaR are more conservative risk capital measures than the 99% VaR.

6.3 Rating agency capital

Credit rating agencies assess the probability that an insurer will meet its financial obligations in the future.

Capital adequacy is one of a number of criteria used for the rating agencies’ assessment of insurance companies. To quantitatively assess capital adequacy, agencies use risk-based capital models to determine the amount of capital needed to cover losses at varying confidence intervals. Insights drawn from these models are evaluated in conjunction with more qualitative factors – for example, the composition of the company’s capital structure, its reserve adequacy and its level of diversification – to form a comprehensive opinion on the level of capitalisation.

For example, for a large portfolio of mortality risks in a highly developed life market, it can be seen from Table 6.1 that Standard & Poor’s capital requirements (European model) for a AA target rating is between 3.31‰ and 0.83‰, applied to the net sums at risk.

<table>
<thead>
<tr>
<th>Net sums at risk (excluding life policies with critical illness acceleration riders)</th>
<th>Sums at risk (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First USD 1 000 million</td>
<td>0.331</td>
</tr>
<tr>
<td>Next USD 4 000 million</td>
<td>0.220</td>
</tr>
<tr>
<td>Next USD 5 000 million</td>
<td>0.165</td>
</tr>
<tr>
<td>Next USD 40 000 million</td>
<td>0.138</td>
</tr>
<tr>
<td>Next USD 50 000 million</td>
<td>0.110</td>
</tr>
<tr>
<td>Excess over USD 100 000 million</td>
<td>0.083</td>
</tr>
</tbody>
</table>

Source: Standard & Poor’s, new capital model

Separately from their ratings services, some of the larger credit rating agencies also conduct research activities. These analyse, for example, how insurers and the insurance industry might be impacted by a future pandemic

125 Determining the insurance ramifications of a possible pandemic. Standard & Poor’s, November 2005.
126 Bird flu – will it ruffle the industry’s feathers? Fitch Ratings, March 2006.
6.4 Economic capital

Economic capital is often described as sufficient surplus capital to cover potential losses, at a given risk-tolerance level, over a specified time horizon.

Internal integrated risk models can be used to determine the capital required to support the risks on an insurer’s books, and to allocate risk-taking capacity to the lines of business chosen by the company — according, for example, to the profitability of a given line, or in the interests of diversification.

For example\(^{127}\), Swiss Re’s risk model (not to be confused with the pandemic spread model discussed in Chapter 5) is based on two important principles:

- It uses an asset-liability management (ALM) approach, measuring the net impact of risk on the economic value of both assets and liabilities.
- It adopts an integrated perspective, recognising that a single risk factor can affect different sub-portfolios and that different risk factors can have mutual dependencies.

The model generates a probability distribution for Swiss Re’s annual economic profit and loss, specifying the likelihood that the profit or loss will fall within any given range. From this distribution, a base capital requirement is derived. This captures the potential for severe, but rare, aggregate losses over a one-year time horizon. Swiss Re compares the base capital requirement with available capital to determine the adequacy of its capitalisation.

In addition to the 99% VaR, Swiss Re also considers other measures, including the 99% Tail VaR and the 99.5% VaR.

The profit and loss distributions in these integrated risk models consider all possible causes of mortality shock scenarios and therefore benefit from diversification effects. While the model per se does not change the impact of an individual event such as an influenza pandemic, because the ‘buffering’ risk capital also buffers other possibly severe but unrelated events at the same time, the capital cost allocated to pandemic risk, for example, decreases.

Insurers may supplement their internal capital modelling by considering the capital impact of certain shock events. Smaller insurance companies without the resources to build their own internal model may use stress testing\(^{128}\) to assess their ability to withstand severe, but rare, events. However, where a company is, for example, assessing the impact of various pandemic scenarios on its capitalisation, it must be remembered that pandemics of different severity are not equally likely. For instance, a typical mild-severity pandemic is much more likely than a severe pandemic.

---


\(^{128}\) Stress scenario analyses complement risk models by providing information on the economic implications of certain adverse situations.
6.5 Conclusions

In preparing for an influenza pandemic, governments have a social responsibility to prepare for the worst. This does not mean that they need to build hospital capacity sufficient to meet the surge demand of a 1-in-500 year event. It does mean, however, that they need to have plans in place to prevent and minimise human morbidity and mortality, and to manage and mitigate social disruption and the economic consequences.

Insurers also have responsibilities – to their policyholders rather than the general public – but the amount of capital they hold to withstand mortality shocks such as influenza pandemics is a commercial decision. Regulators prescribe minimum levels, and insurers hold capital in excess of this to allow them to achieve their economic objectives.

Regulators, in turn, recognise that a zero-failure regime is not commercially achievable or desirable. A typical regulatory requirement is for insurers to be able to withstand a mortality shock event in the order of a 1-in-200 year event.
While most of the results from Swiss Re’s model presented in Chapter 5 are representative of an insurance-age population, the model does not account for the likely lower excess mortality of insured lives arising in an influenza pandemic. There is, however, reasonable evidence that people who have been underwritten for life insurance will experience lower excess mortality. Two key questions arise:

- Have any differences been observed between pandemic influenza mortality experience in the general population, compared with life insurance policyholders?
- If such differences have been noted in the past, should any of these observations be taken into account when considering what impact a future pandemic could have in an insured population?

Registration data provided by the Influenza Branch of the US Centers for Disease Control and Prevention’s National Center for Infectious Disease indicates that the overall excess mortality from influenza-pneumonia in 1918 was 5.3 deaths per 1,000 (‰). However, in Wisconsin the death rate was 3.6‰. Some cities, for example Grand Rapids Michigan, had an even lower rate (1.9‰). It is therefore clear that, from a geographical standpoint, mortality experience during this significant influenza pandemic was not uniform. If such differences can exist between one population group and another, it also seems possible that similar differences in pandemic influenza mortality experience could exist between a group of life insurance policyholders as compared with the general population.

This appendix explores the question of insured versus general population mortality due to pandemic influenza, using historic and contemporary sources of insurance and population information. Based on research performed by Swiss Re in North America, it seems plausible that the beneficial effects associated with risk selection and socio-economic status are key factors that can result in better outcomes in the insured population in the event of an influenza pandemic, as compared with an unselected general population.

A.1 Historical observations on pandemic experience in insured groups

Some of the first observations made on the impact of influenza pandemics in insured populations were presented by Franklin Mead. These observations suggested that influenza mortality experience was not uniform across various insured groups. Mead took two in-force portfolios: a block of business of 11 companies selling ordinary life insurance policies, and a block of business of three companies issuing industrial policies. He compared the claims experience on these two populations over a period spanning 1886–1895, which encompasses the 1889 influenza pandemic. Mead noted that the ratio of all-cause mortality claims for industrial policies was higher than the claims ratio for ordinary policies, particularly during the pandemic years, compared with the pre-pandemic period. This disparity became less pronounced in the years following the pandemic.

Industrial policies were small in terms of amount assured, and were typically purchased by working-class people such as labourers engaged in manufacturing, transportation and service industries. Ordinary policyholders tended to be business owners or professionals. Additionally, ordinary policies generally required medical screening at the time of policy issue. Based on the differences he observed in the claims ratio between the two groups, Mead believed that the outcomes bore a direct relationship to the underlying life insurance product type. It appears that ownership of either one of these products was a measure which served as a proxy for a constellation of differences between the two insured groups, and that these differences, when considered all together, had an influence on observed mortality outcomes.

129 Shay D. Influenza pandemics of the 20th century, 2005 (presentation made by the Influenza Branch of the US National Center for Infectious Diseases, Centers for Disease Control and Prevention).

In another study, Moir examined the annual experience of 10 life insurance companies between 1914 and 1922, a timeframe encompassing the 1918 influenza pandemic\textsuperscript{131}. Moir did not include details about the gender and age distribution of this business. But if, over the same timeframe, insured mortality is compared against mortality observed in the general US white male population over the age of one, the insured all-cause mortality experience before, during and after the pandemic period was lower. Additionally, all-cause mortality in the insured block was also generally lower than in the general population, even when compared with the total (ie, both the male and female) US population over the age of one. In considering possible reasons why insured mortality was better in the years immediately after the pandemic, Moir reported that, between 1918 and 1920, sales of life insurance in the United States saw a substantial increase. This ‘surge’ in new business would have raised the proportion of healthy, selected lives within the overall risk pool and therefore might positively influence the observed insured-lives mortality in the post-pandemic period, as compared with the general population.

In 1948, the Metropolitan Life Insurance Company published mortality and claims statistics about its industrial policyholders that included the period around the 1918 influenza pandemic\textsuperscript{132}. This data can be compared with equivalent statistics for the US general population from the same timeframe. In performing such a comparison, death rates will be seen as being slightly lower for influenza and pneumonia across the same timeframe\textsuperscript{133}. In an earlier publication, Craig and Dublin published all-cause mortality claims statistics for the same company, based on Metropolitan Life’s experience of industrial and ordinary policyholders, comparing claims results for 1917 and 1918\textsuperscript{134}. Craig et al observed a difference in the excess claims rate between these policy groups and believed that the data demonstrated an economic – or class – effect. In a review of Craig’s paper, Little provided a similar analysis of data from the Prudential Life Insurance Company, but combined ordinary and intermediate policies and compared them with industrial policies\textsuperscript{135}. Intermediate policies were generally sold with amounts assured in a range that was higher than the average industrial policy, but still not at the level of an ordinary policy. In the Prudential Life experience, the difference in the rate of excess claims was less marked between the two groups compared with the Metropolitan Life experience. The narrower difference between the industrial policyholder and intermediate/ordinary policyholder groups is likely to be due to the mixing of experience between intermediate and ordinary policies.

Through an analysis of data that included life insurance policies issued in the 1950s and 1960s, Swiss Re has examined historical influenza and pneumonia in insured populations for the periods 1953–1956 and 1957–1958\textsuperscript{136}. Compared with the 1918 pandemic, the overall pneumonia and influenza mortality rates for the insured and general population were much lower. Figure A.1 summarises findings for insured males as compared with equivalent vital statistics during the same timeframe from the US white male general population\textsuperscript{137}. Not only was the observed pneumonia and influenza mortality rate for both periods lower than in the general population, but also the excess death rate in the insured group (ie, the level of mortality over and above that expected in a normal year) was approximately 12.5% lower. Over the entire period – ie, 1953 to 1958 – there were only 107 deaths in the insured group, so we cannot draw any firm conclusions based on this study alone.

\textsuperscript{131} Moir H. Recent mortality. Transactions, Actuarial Society of America, 1922; 23(67-68): 408–434.
\textsuperscript{132} Influenza and pneumonia – 30 years after the pandemic. In Metropolitan Life Insurance Company Statistical Bulletin, 1948; 29(9): 8–10. Details about the age and gender distribution of the business are not provided.
\textsuperscript{134} Craig J, Dublin L. The Influenza Epidemic of 1918. Transactions, Actuarial Society of America, 1919; 20: 134–156.
\textsuperscript{136} This is an internal analysis performed by Swiss Re; it has not been published externally.
Appendix A
Influenza mortality in the insured population

Figure A.1
Mortality rates due to pneumonia and influenza, males aged 0–74, before and during the 1957 influenza pandemic, US white male population compared with Swiss Re study group

To correct for any differences in the age distribution between the insured and general population, mortality rates are age-adjusted to the standard population of 1940 and, in addition, are restricted to the age groups to whom life insurance is more commonly issued, i.e., children and adults and not the advanced elderly.

Source: US National Vital Statistics System (US white male population) (see footnote 138)

Using data for the white male population from the US National Vital Statistics System\textsuperscript{138}, Swiss Re conducted a similar analysis of insured business during the period between 1964 and 1969. The purpose was to again compare the impact of the 1968 influenza pandemic in insured and general population groups. Figure A.2 summarises findings for insured males issued with standard policies, as compared with the US white male general population.

Figure A.2
Mortality rates due to pneumonia and influenza, males aged 0–74, before and during the 1968 influenza pandemic, US white male population compared with Swiss Re study group

The note beneath Figure A.1 applies also to this chart.

Source: US National Vital Statistics System (US white male population) (see footnote 138)

Similar to the 1957 study, the pneumonia and influenza mortality death rate for both periods was lower than in the general population, and the excess death rate in the insured group was approximately 12% lower. Over the entire period – ie, 1964 to 1969 – there were 335 deaths in the insured group.

This review of historic insured lives experience enables several conclusions to be made.

First, mortality experience during influenza pandemics has been noted to vary according to certain life insurance characteristics. As early as 1918, some writers of life insurance believed that a class effect was being observed in the data. This effect was likely tied to medical screening and the economic status of the policyholder (as indicated by the amount assured), as these are the defining differences between industrial and ordinary policies.

Second, the absence of exact age and gender distribution data for the 1918 pandemics limits the ability to compare mortality experience between the insured and the general population. However, comparisons against general population groups that are made up of the most likely insured demographic subgroup (males) suggest that insured mortality rates were lower before, during, and after this pandemic than observed in the general population. A significant increase in life insurance business volume may have contributed to the lower insured mortality rates observed for the post-pandemic period.

Third, Swiss Re’s internal studies on the 1957 and 1968 pandemics offer limited evidence of better mortality experience in insured groups of standard ordinary policyholders, compared with an age- and gender-matched general population. This finding is also consistent with a further set of data published by Metropolitan Life Insurance company on its standard ordinary policyholders.

If these differences in mortality outcomes have existed in the past, it is plausible to believe that such differences may continue into the future. Additionally, since mortality differences within insured groups have been observed, it is likely that a range of possible outcomes may occur. These outcomes would depend on factors such as the differences that might arise in characteristics of insured groups according to the amount assured.

A.2 Chronic disease burden and socio-economic status

Against this background, what are the underlying drivers behind these differences in observed mortality?

Historic observers of the 1918 pandemic noted that chronic disease was a risk factor for mortality. Also, during the 1968 pandemic, about half of those aged between 45 and 64 who died of influenza had a serious chronic condition listed on their death certificate. Even today, physicians recognise that chronic disease continues to be a risk factor for influenza mortality, and include people with chronic disease among those they recommend for vaccination. The burden of underlying chronic disease is lower in medically screened populations who buy life insurance, and this may be an important factor in the observation of different outcomes between insured and general populations in influenza pandemics. People who purchase policies with higher amounts assured are likely to be employed and, in many countries, may have better access to healthcare. Data from

---

139 It is Swiss Re’s belief that the majority of policies during this period were predominantly sold to males.
143 Simonsen L, Clarke M et al, 1998 (see footnote 39).
the National Health Interview survey in the United States finds a significantly lower prevalence of heart disease, stroke, asthma, emphysema and diabetes in those with higher incomes and private health insurance. All of these diseases can increase the rate of adverse outcomes in those who develop influenza. Studies have also noted that, for people with these conditions, a higher socio-economic status is associated with a reduced relative risk of death, as compared with the risk faced from the same diseases by people who are financially worse off. Recent models of a future influenza pandemic also predict a different outcome in developing countries compared with what will be observed in developed regions, based on differences in personal economics and the availability of health resources.

A population-based qualitative survey study of the 1918 pandemic – based on 100,000 household interviews – found that those of higher economic means were less likely to acquire, and die of, pandemic influenza than those judged to be from poorer households. As noted in Figure A.3, Swiss Re’s study of the 1968 pandemic found that the amount assured can be related to different pneumonia and influenza mortality outcomes in insured groups. In the study, both the pre-pandemic and pandemic mortality from pneumonia and influenza, along with the excess death rate, was found to be significantly lower in the higher-amount group than for lower amounts assured. Consistent with these findings, other population studies have also identified reduced mortality rates due to respiratory disease with higher socio-economic status.

Figure A.3
Mortality rates due to pneumonia and influenza, standard insured males aged 0–74, before and during the 1968 influenza pandemic, low amounts assured compared with high amounts assured

The upper amount-assured range in this study averaged USD 24,000 for the pre-pandemic period and USD 28,000 for the pandemic period. The lower amount-assured range averaged USD 6,400 and USD 7,000 respectively. The analysis is restricted to ordinary policies issued at standard rates to male policyholders. The average policy duration was similar in all groups (6.5 to 7.5 years). All policies issued in this study (across all amounts assured) would have included medical underwriting.

References:
A.3 The relevance of historical findings for future pandemics

Against this evidence on mortality differences between insured and general population groups, to what extent is this information relevant for future pandemics?

The benefit of risk selection

Underwriting and product offerings have undergone significant changes since the pandemics that occurred in the early and mid-20th century. In the United States, blood testing is now widely used in many products to look for overt disease, and to assess the risk of future disease. Medical screening continues to become more advanced and, where available, physicians’ reports often yield extensive information of importance to underwriting. Compared with the risk selection process of the early 1900s, today’s underwriting environment makes it possible to learn a great deal more about an applicant. At the same time, however, the cost of issuing policies and the time involved in obtaining medical screening have been significant drivers in the growth of simplified-issue products, where the use of objective medical screening is far more limited.

Differences that existed historically in terms of policyholder profile – defined by the amount assured and the intensity of medical screening – continue to exist today, due to the diversity in both levels of premiums and product offerings, and the associated wide differences in observed mortality. It is likely that those policyholders who meet the most stringent objective screening standards, and who purchase policies at above-average amounts assured, could fare considerably better in the event of a pandemic, because of better underlying health status, and perhaps due to the availability of additional health-care resources associated with their higher socio-economic status. At the other extreme, in the case of certain simplified-issue, final-expense policies, these products have historically been noted to experience levels of mortality that can exceed aggregate general population mortality. During the next pandemic, it is conceivable that the known adverse association between chronic disease burden and influenza mortality may lead to even worse excess mortality experience for such products than in the general population.

Some in the industry question the effectiveness of contemporary underwriting practices in significantly altering the burden of chronic disease and therefore question the need to consider the impact of pandemics in insured groups separately from the general population. However, Swiss Re takes the view that risk selection is highly instrumental in defining a group with a lower disease burden. Through its Admin Re® acquisitions, Swiss Re has been able to assess the prevalence of chronic disease in traditional lines of US insurance business issued over the past 10 years. In comparing the age-specific prevalence of disease in applicants and policyholders for conditions known to increase adverse outcomes in influenza, this analysis has found significant reductions in the prevalence of heart disease, asthma, emphysema and diabetes at the time of policy issue, as compared with the equivalent age-specific disease prevalence rates in the general population. Chronic disease does not explain all influenza deaths, but these observations confirm that it contributes to adverse outcomes in some who are affected by influenza. The fact that the risk selection process effectively reduces chronic disease burden in those below and above age 65 should help contribute to better outcomes in an underwritten group.

149 Admin Re® is a core line of business for Swiss Re. This risk and capital management solution involves the acquisition of life insurance companies or the reinsurance of books of life and health policies. In addition to assuming the insurance risk, Swiss Re typically assumes responsibility for policy administration.
150 Lethbridge-Çejku M et al, 2004 (see footnote 145).
More generally, through its analyses, Swiss Re has noted a reduced prevalence of all types of risk factors in applicants and policyholders compared with the general population at equivalent ages. Self-selection (i.e., potential applicants choosing not to apply because of their disease or other risk factor) and underwriting continue to be the main drivers of the reduced burden of chronic disease in insured groups. Relative to observed mortality in the general population, self-selection and underwriting contribute to significantly reduced mortality rates in policyholders, both at the time of policy issue and for a range of durations into the life of the policy. For those insurance products that employ a reasonable number of objective medical screens, companies should be confident that they have selected a population with a more optimal medical risk profile to face a future pandemic than the population at large. Additionally, in line with research among the general population that looks into the impact of socio-economic status on health, Swiss Re has identified a reduced prevalence of chronic disease in applicants and policyholders as the amount assured increases, suggesting that different outcomes within the same product type may also be observed.

Further observations
An important issue to consider is what “healthy” meant in 1918 compared with how we would define health status today. The standards of healthcare and diagnostic capabilities at the beginning of the 20th century were vastly different from those in place today.

At the time of the 1918 pandemic some 30% of adults in the United States would have tested positive for exposure to tuberculosis. Physicians’ ability to identify disease at the pre-symptomatic stage was far less advanced. Evidence of the limited ability to screen for chronic disease is highlighted by an autopsy study of soldiers who died of influenza in 1918, where longstanding diseases such as tuberculosis, cirrhosis, chronic fibrous hepatitis, fibrous myocarditis and chronic nephritis were shown to be present in a number of the cases. Not long before their death, these people had been considered fit for wartime duty, yet the presence of longstanding disease in a portion of those who died suggests that they were not healthy when they entered active duty.

Just because some of these individuals who died of influenza did not overtly display symptoms of disease, it does not mean that these people were free from underlying disease. On the contrary, it is likely that the course of influenza in some of these cases was adversely affected by the presence of these other diseases. It seems plausible that some apparently young and healthy individuals who died of influenza in 1918 had experienced this adverse outcome due to the presence of some other illness.

Today, insurance applicants undergoing the routine medical screening associated with fully underwritten policies would be less likely to have any of these conditions. In addition, the reduction in the prevalence of infectious diseases, such as tuberculosis, in developed countries would significantly reduce the probability of conditions such as this lung infection being present in most insured groups.

---

151 The analyses discussed in this paragraph are internal studies of proprietary data on insured lives, and are not therefore available in the public domain.

152 Walker O. Pathology of influenza-pneumonia, Journal of Laboratory and Clinical Medicine, 1919; 5: 154–75.
A.4 Conclusions

Certain factors in the population today are likely to influence influenza outcomes, just as they have influenced them in the past. Chronic disease is one of these factors. This appendix has presented evidence that the risk selection process tied to traditional life insurance purchases can significantly reduce chronic disease burden in the insured group. Risk selection contributes to more favourable mortality long after the applicant is granted the insurance cover, suggesting that the alteration in disease burden through the screening process is not a short-lived phenomenon.

Socio-economic status is another influence on disease outcome. Analyses conducted by Swiss Re on the 1968 pandemic suggest that the amount assured may be a surrogate measure of socio-economic status (these studies observed a reduced influenza mortality in the group purchasing higher amounts assured). Research continues to find an association between morbidity and mortality risk and socio-economic status. Recent models of a future influenza pandemic also predict a different outcome in developing countries compared with what will be observed in developed regions, based on differences in personal economics and the availability of health resources.

Based on the evidence presented in this appendix, it seems plausible that risk selection and socio-economic status are factors that can result in improved outcomes associated with influenza, as compared with an unselected general population.
While the main focus of this publication is to consider the mortality impact of influenza pandemics, a pandemic also has the potential to have an impact on casualty business. Many of the exposures described in this appendix may also apply in the case of seasonal influenza, but their impact would likely be greatly exacerbated during a global pandemic.

Claims arising from contamination of property are a possibility, albeit a fairly remote one\footnote{Indoors, the influenza virus can survive for up to 24 hours on steel surfaces; under optimal conditions of low humidity and cool temperatures, it can survive on a hard surface for two days (see Chapter 2, section 2.3).}. If contamination occurs, it could result in business interruption, evacuation and closure of buildings and, ultimately, in costs for decontamination. The extent to which the presence of the influenza virus in, or on, a premises constitutes a physical injury or destruction of tangible property – and therefore a trigger for liability policies – would depend on the legal interpretation of the specific case.

A more likely scenario is that liability covers which provide indemnification for bodily injury or death could be triggered by an influenza-related event. Almost all liability insurance policies taken out by businesses are typically subject to claims for bodily injury which, allegedly, is caused by the insured. Disease transmission from contaminated hard surfaces is possible, and this type of transmission does constitute a potential risk to human life. For a claim to be successful, the claimant would need to prove a causal connection between the infection or exposure and the actions of the insured. However, in most cases involving influenza, proving such a relationship between cause and effect could be extremely difficult, except where the claimant has been unequivocally exposed – for example, workers in the health sector. As regards the cost of defending a claim, in liability insurance the policyholder is likely to be covered, whether or not the claim proves to be valid.

B.1 Duties of care

From a legal perspective, business operators have certain duties of care. Negligent or intentional violations of such duties may create a legal liability to compensate victims. There are specific duties of care regarding employees, third parties and shareholders.

**Employees**

An employer has a duty to provide a safe working environment and to protect its employees from any damage related to their occupational activity. Typically, however, employers have no general liability towards influenza victims (i.e., simply because an employee happens to contract influenza but is unable to prove any fault on the part of his or her employer does not automatically provide grounds for a claim against the employer).

Employers could potentially bear liability, however, where an employee is able to establish that he or she contracted influenza at their workplace or were clearly put at a higher risk by specific circumstances related to their job. Where companies fail to take appropriate action to protect an employee who falls ill, the employer may be exposed to a claim (or a claim from the deceased’s family if the victim subsequently dies of influenza). In highly exposed sectors like healthcare or public transport, the employer has an extended duty of care to implement all practical measures advised by the relevant authorities in the interests of minimising potential exposure to influenza infection. These measures could involve rules for hand washing, disinfection of instruments, use of face masks, social distancing or other means of preventing influenza from spreading through physical contact made in the workplace.
Third parties
The vast majority of critical infrastructure facilities are owned and operated by private industry. Even where infrastructure is operated by government, the private sector is frequently involved — for example, the maintenance of public transport vehicles may be handled by private companies. In order to mitigate the impact of an influenza pandemic on the economy and the functioning of society, the private sector must therefore take effective measures to protect the health and safety not only of its employees but also its customers and other stakeholders. Based on this consideration, there will be a certain duty of care and obligation in respect of protecting third parties. Plaintiffs may argue that they caught influenza or have suffered other damage because the operator or owner of a business did not take all measures that could be reasonably expected in law to prevent the transmission of the disease.

Shareholders
An influenza pandemic could cause severe economic damage, in particular to companies whose operators or owners have not taken all necessary steps to ensure business continuity. Apart from the remote possibility of contamination, a pandemic would not directly affect the physical infrastructure of an organisation, but would have an impact on its human resources, removing essential personnel from the workplace for weeks, or potentially months where recruitment and training is necessary to replace employees who die from the virus. The precise impact would depend in part on the geographical reach of the company, ie, ranging from a single site to a global network of offices. Various estimates exist, but it is expected that, at the height of a pandemic wave, up to 40% of employees may be absent for a period of two weeks, with lower percentages absent for a few weeks on either side of the peak. Periods of absence will be due not only to illness or incapacitation on the part of individual employees, but also because of a proportion of the workforce staying at home to take care of sick family members, remaining in voluntary quarantine in households affected by influenza, minding children when schools are closed, reacting to public health recommendations, or simply staying at home to improve their chances of not contracting the virus.

To help mitigate against possible liability, from the point of view of operational risk management and business continuity management, it is important for companies to draw up plans for carrying on with a reduced workforce and in the absence of key persons, including making arrangements for people to work at home. Measures should also be devised to protect the health of the workforce and to mitigate against substantial financial losses or major falls in stock prices.

B.2 Implications for specific casualty lines of business

This section sets out the specific lines of business that may be affected by an influenza pandemic. In order for casualty underwriters to mitigate against the impact, best practice requires a detailed assessment of the potential exposure to a pandemic, for example, to identify highly-exposed industries and activities, and to ensure the presence of proper risk management and contingency planning on the part of the insured. Underwriters should also take steps to apply adequate conditions through, for example, clear limitations to the extent of coverages, limitations on indemnity payments covering the cost of defending claims, and the imposition of sublimits.

Coverage for occupational diseases
As set out above, workers in certain occupations – such as hospital and medical research workers – have a heightened exposure to infectious diseases. For these groups, infectious diseases are usually defined as occupational diseases which, by law, must typically be covered under first-party occupational accident/disease policies, such as workers’ compensation (or employers’ liability, as it is known in the United Kingdom).

Travel accident insurance
Travel accident policies covering illness/sickness and “repatriation not arising from an accident” could be triggered.

General third-party liability insurance
Depending on the legal situation and the burden of proof in terms of causality, the dissemination of infectious viruses in frequently used buildings and installations – such as schools, shopping centres, hospitals, public transport and commercial buildings – could trigger public liability insurance on the basis of negligent failure to prevent contamination and pollution, inadequate precautionary measures, or poor housekeeping or hygiene standards.

Typically, general third-party liability (GTPL) insurance policies are triggered only by an actual injury. However, in view of the bodily injury or personal injury wording of some policies, claims based on fear of exposure, exposure without actual symptoms, or mental or emotional distress may also be covered.

Since influenza is usually spread by airborne transmission of the virus, it could be argued that the pollution exclusions in the GTPL policies apply. The pollution wording usually excludes any “soil, liquid or gaseous contaminants or irritants”. These exclusions are not limited to industrial chemicals and waste only, and may be interpreted in a broader sense to encompass anything that is a potential contaminant or irritant.

The varied wording of GTPL policies and the various legal interpretations of policy language could lead to coverage disputes.

Professional indemnity insurance
Professional indemnity insurance could also be subject to claims, for example, due to flawed consultancy and recommendations in contingency planning (errors & omissions) or insufficient hygiene and sterilisation of rooms and instruments (medical malpractice).

From an operational risk management point of view, directors and officers (D&O) are required to implement action plans for pandemics¹⁵⁵. Claims due to the negligent failure of such contingency planning, which lead to a financial loss other than property damage or bodily injury, could also have an impact on D&O insurance. In particular, D&O policies might be exposed if a drop in stock prices following a pandemic event were to trigger investor claims.

¹⁵⁵ For example, the US National strategy for pandemic influenza: Implementation plan (see footnote 154) requires: “As part of [their] planning, organizations will need to ensure that reasonable measures are in place to protect the health of personnel during a pandemic”.
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